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Past and Present of Variational Fracture
By Blaise Bourdin and            
Gilles A. Francfort

In 1920, Alan Griffith laid the foundations 
of brittle fracture [10]. His basic postu-

late was simple; the current state of a crack 
in an otherwise-elastic material is a cost-
benefit analysis between (i) the increment 
of elastic energy δWe  recovered through 
the crack’s putative infinitesimal advance 
from its current state, and (ii) the increment 
of surface energy δWe  spent to achieve 
such an extension. In short, Griffith’s prem-
ise was a local minimality principle for the 
sum  := +W We s  of the elastic and surface 
energies. He complemented this with the 
intuitive idea that the surface energy Ws 
should be proportional to the number of 
broken bonds, and hence to the length (in 
two dimensions) or surface area (in three 
dimensions) of the crack. In two dimen-
sions, W Gs c= ,  where   denotes the crack 
length and Gc  (the critical energy release 
rate) is a macroscopic material property.

Griffith’s next of kin soon focused on 
a mere statement of first-order optimality 
vis-à-vis   for a preordained crack path in 
two dimensions, i.e., G W Ge c: / .= −∂ ∂ ≤  
Because of the connec-
tion that George R. Irwin 
later made between G 
and the coefficients in 
front of the singular part 
of the kinematic field at 
the crack tip [11], com-
putation of G  became 
the fracture mantra 
and the sole object of 
mechanical desire. 
Three decades later, the 
research community had 
forgotten the original 
variational attitude dis-
played by its forebearer.

Griffith had remained 
silent on the topic of the 
crack path. Path identi-
fication was proposed at 
a cost: the introduction 
of ad-hoc criteria both 

for smooth crack paths and for a sudden 
change of direction (kink) in the crack. 
With further refinements, this became the 
field of linear elastic fracture mechanics 
(LEFM), which held its ground from an 
engineering standpoint.

The Variational Stance
The variational viewpoint reemerged in 

1998 with inspiration from the work of the 
Ennio De Giorgi school on image segmen-
tation [9]. The idea was to combine mini-
mality with evolution through an energy 
conservation statement.

Non-interpenetration notwithstanding, 
the fracture energy associated with a dis-
placement field u :Ω��2  and a crack 
Γ  in a homogeneous material occupying a 
two-dimensional domain Ω  is

     ( , ) : ( , ) ( )u W u We sΓ Γ Γ= + =
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where A  denotes the elasticity of the mate-

rial e( ) :u
u ut= ∇ + ∇

2

 and 1  is the one-

dimensional Hausdorff measure.

Throughout this evolution, the only trans-
fer of energy is an exchange between elastic 
and surface energies. Minimality is now 
global; the cracks are simply sets of co-
dimension 1 and finite length (or area). 
They are only constrained by their past, and 
add-cracks at each time are topologically 
free. Cracks are free agents empowered to 
choose their future paths without a priori 
imposition of an external criterion.

For scalar-valued kinematic fields—as in 
the antiplane shear case—existence proofs 
of a well-posed evolution ensued; this first 
occurred for closed, connected cracks [7] in 
a topological setting, then for general cracks 
[8] in the weak SBV setting of De Giorgi 
and Luigi Ambrosio for the Mumford-Shah 
image segmentation problem.1

A variational phase-field model for frac-
ture [3] soon followed as an adaptation of 
the Ambrosio-Tortorelli approximation of 
the Mumford-Shah functional [1] in the 
sense of Γ-convergence. The correspond-
ing functional is

1 The generalization to elasticity proved 
challenging and the three-dimensional case is 
still pending.

Figure 1. Phase-field simulation of a thermal shock [4]. 1a. Crack spacing versus distance to edge, and crack 
geometry in numerical simulation versus experiments. 1b. Complex crazing-like fracture pattern growing from 
the edge toward the inside of the domain in a large-scale, three-dimensional numerical simulation. The level line 
α = 0 95.  of the phase field is colored by the distance to the exposed surface; blue is toward the exposed face and 
red is inside the material. Figure courtesy of [4].

See Variational Fracture on page 3

Figure 1. Researchers can use network analysis to differentiate visual exploration 
in children with autism spectrum disorder from that in neuro-typical individuals. 
Photographs of faces on a screen are integrated into an eye-tracking system that 
interprets and identifies areas of interest on which participants focus their gaze. 
Figure courtesy of Negar Sammaknejad.

Mathematics + Infrared Technology = 
New Diagnostic Technique for Autism

In an article on page 2, Anita Layton and Mehrshad Sadria present a novel 
technique that employs network analysis to identify eye-gaze patterns of chil-
dren with autism spectrum disorder. Such analysis encourages early detec-
tion, intervention, and treatment of the disease.

Carbon Cycle Catastrophes: A 
Dynamical Systems Perspective

See Carbon Cycle on page 4

By Daniel H. Rothman

Earth’s carbon cycles between photo-
synthesis—which converts carbon 

dioxide (CO2) to organic carbon—and res-
piration, the metabolic processes that trans-
form organic carbon to CO2 [1, 3]. Since 
pre-industrial times, human activities have 
caused atmospheric CO2 levels to rise by 
nearly 50 percent, while roughly half as 
much CO2 has entered the oceans. While 
there is considerable interest in predicting 
climatic responses to these changes, a larger 
question concerns consequences for the 
Earth system as a whole — for interactions 
of life and the environment, in addition 
to climate. The geologic record indicates 
that each of the five great mass extinc-
tion events of the last 540 million years is 
associated with significant disruptions of 
the carbon cycle, as are periods of environ-
mental change unrelated to mass extinc-
tion. Although the causes of these events 
remain ambiguous, the disruptions them-
selves likely represent a qualitative change 
in the dynamics of the Earth system. Here I 
demonstrate how dynamical systems theory 
helps researchers understand these events.

Observational data sets the stage [4]. 
Figure 1a (on page 4) displays a geochemi-
cal time series containing two disrup-
tions that occurred about 54 million years 
ago. The sharp downward pulses represent 
increases ∆m  in the mass m  of inorganic 
carbon in the ocean. The ratio ∆m m/  can 
be estimated from the amplitude and dura-
tion τ  of the downswing. Figure 1b (on 
page 4) depicts results from 31 events 
over the last 540 million years. Roughly 
half of the events lie near the straight line. 
These characteristic events share a similar 
specific rate rc  in the relation �m m rc/ .� �  
Although rc  is biogeochemically signifi-
cant [4], it may also be dynamically sig-
nificant because it appears to separate four 
of the five mass extinction events from 
nearly all other disruptions.

Carbon cycle disruptions are usually 
interpreted as proportionate responses to 
perturbations, such as enhanced emissions 
of volcanic CO2, extraordinary releases of 
methane, or changes in the rates at which 
organic carbon is sequestered in rock. But 
such a variety of stressors would seem 
unlikely to exhibit a common specific rate. 
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6  Preparing Applied 
Mathematics Students for 
Careers in Industry

 Lucas Castle distills insights 
on applied mathematics educa-
tion from the 9th International 
Congress on Industrial and 
Applied Mathematics, which 
took place this July in Valencia, 
Spain. Some conference speak-
ers described innovative, 
problem-focused courses, while 
others talked about model-
ing competitions and industry 
collaborations that prepare 
undergraduate and graduate 
students for the workforce.

8  Panelists Talk Machine 
Learning and the Future of 
Mathematics at ICIAM 2019

 During a panel discussion at 
the 9th International Congress 
on Industrial and Applied 
Mathematics, Hans De Sterck, 
Gitta Kutyniok, James Nagy, 
and Eitan Tadmor anticipated 
the future of mathematics in the 
age of machine learning. Here 
the panelists summarize their 
observations from the session 
and consider the challenges 
presented by deep learning. 

9  Nearly Three Decades 
at Snowbird: The Iconic 
Venue and its Influence on 
Dynamical Systems at SIAM

 Hans Kaper and Marty 
Golubitsky reflect on the signifi-
cance of the Snowbird Ski and 
Summer Resort to the SIAM 
Conference on Applications 
of Dynamical Systems, which 
has been held biennially at the 
resort since 1992. As the meet-
ing moves to Portland, Ore. in 
2021, they explain the motiva-
tions behind keeping the loca-
tion consistent over the years. 

10  The Physics of Animal 
Motion

 Ernest Davis reviews How to 
Walk on Water and Climb up 
Walls: Animal Movements and 
the Robots of the Future by 
David Hu. Hu studies animal 
movement by closely interacting 
with a wide variety of organ-
isms to ultimately connect their 
motions to robotic engineer-
ing and design machines that 
can move much like animals. 

11  Professional Opportunities 
and Announcements

Volume 52/ Issue 9/ November 2019

ISSN 1557–9573. Copyright 2019, all rights 
reserved, by the Society for Industrial and Applied 
Mathematics, SIAM,   3600 Market Street, 6th Floor, 
Philadelphia, PA 19104-2688; (215) 382-9800; siam@
siam.org. To be published 10 times in 2019: January/
February, March, April, May, June, July/August, 
September, October, November, and December. 
The material published herein is not endorsed by 
SIAM, nor is it intended to reflect SIAM’s opinion. 
The editors reserve the right to select and edit all 
material submitted for publication.

Advertisers: For display advertising rates and 
information, contact Kristin O’Neill at 
marketing@siam.org.

One-year subscription (nonmembers): Electronic-
only subscription is free. $73.00 subscription rate 
worldwide for print copies. SIAM members and 
subscribers should allow eight weeks for an address 
change to be effected. Change of address notice 
should include old and new addresses with zip codes. 
Please request address change only if it will last six 
months or more. is a registered trademark.

Editorial Board

H. Kaper, Editor-in-Chief, Georgetown University, USA 
K. Burke, University of California, Davis, USA
A.S. El-Bakry, ExxonMobil Production Co., USA
J.M. Hyman, Tulane University, USA
O. Marin, Argonne National Laboratory, USA
L.C. McInnes, Argonne National Laboratory, USA
S. Minkoff, University of Texas at Dallas, USA
N. Nigam, Simon Fraser University, Canada
A. Pinar, Sandia National Laboratories, USA
R.A. Renaut, Arizona State University, USA

Representatives, SIAM Activity Groups

Algebraic Geometry
T. Crick, Universidad de Buenos Aires, Argentina
Analysis of Partial Differential Equations
G.G. Chen, University of Oxford, UK
Applied Mathematics Education 
P. Seshaiyer, George Mason University, USA
Computational Science and Engineering
S. Rajamanickam, Sandia National Laboratories, USA
Control and Systems Theory
F. Dufour, INRIA Bordeaux Sud-Ouest, France
Discrete Mathematics
D. Hochbaum, University of California, Berkeley, USA
Dynamical Systems
K. Burke, University of California, Davis, USA
Geometric Design
J. Peters, University of Florida, USA

Geosciences
T. Mayo, University of Central Florida, USA
Imaging Science
G. Kutyniok, Technische Universität Berlin, Germany
Life Sciences
M.A. Horn, Case Western Reserve University, USA
Linear Algebra
R. Renaut, Arizona State University, USA
Mathematical Aspects of Materials Science
K. Bhattacharya, California Institute of Technology, USA
Mathematics of Planet Earth
R. Welter, Boston University, USA
Nonlinear Waves and Coherent Structures 
K. Oliveras, Seattle University, USA
Optimization
A. Wächter, Northwestern University, USA
Orthogonal Polynomials and Special Functions
P. Clarkson, University of Kent, UK
Uncertainty Quantification
E. Spiller, Marquette University, USA

SIAM News Staff
J.M. Crowley, editorial director, jcrowley@siam.org
K.S. Cohen, managing editor, karthika@siam.org
L.I. Sorg, associate editor, sorg@siam.org

Printed in the USA.

Mathematics + Infrared Technology = 
New Diagnostic Technique for Autism
By Anita Layton                          
and Mehrshad Sadria

Chances are you know someone with 
concerns about their toddler’s behav-

ior. Their child may be shy and sweet, but 
have an unpredictable attitude. He or she 
might throw the worst temper tantrums, 
sometimes kicking and screaming incon-
solably for an hour. The smallest changes 
in routine may throw him or her off. It is 
probably impossible to reason with the child 
when he or she is upset. Does this behavior 
simply indicate a bad case of the “terrible 
twos”? Should the child be allowed time to 
grow out of this phase? Or are these signs of 
autism spectrum disorder (ASD)?

ASD is a neurodevelopmental disorder 
that affects approximately one to two per-
cent of the population. This means that a 
school bus full of children will typically 
have one or two kids with ASD. Symptoms 
usually appear in the first two years of 
life and impair a child’s ability to func-
tion socially. Although current treatments 
vary, most interventions focus on managing 
behavior and improving social and commu-
nication skills with the hope that the child 
will one day become an independent adult. 
Because the capacity for change is greater 
at a young age, early diagnosis and inter-
vention ensure the best possible outcomes.

Mathematics as                          
the New Microscope

Given the many benefits of timely detec-
tion and treatment, we are keen to help doc-
tors more quickly and accurately diagnose 
ASD in children. Our group uses mathemat-
ics as a microscope to understand biology 
and medicine [1]. We build computer mod-
els to simulate the effects of various drugs 
[2-3] and apply mathematical techniques to 
analyze clinical data.

How can we utlize math to generate 
a new autism detection tool? We believe 
that mathematics can objectively distin-
guish behaviors of children with ASD from 
those of their neuro-typical counterparts. For 
instance, we know that visual exploration in 
patients with ASD is different from that in 
neuro-typical individuals. This knowledge 
motivated us to create a new ASD detection 
technique—based on network analysis—that 
distinguishes varied eye-gaze patterns [4].

Network-based Analysis             
for Eye-gaze Patterns

To develop our novel method, we first 
evaluated 40 four- or five-year-old children. 
Half of them had ASD, while the others were 
neuro-typical. We showed each participant 
44 photographs of faces on a screen, which 
were integrated into an eye-tracking system 
(see Figure 1, on page 1). The infrared device 
uses emission and reflection of waves from 
the iris to interpret and identify locations on 
the stimuli at which each child was looking.

We then separated the images into seven 
key features, or areas of interest (AOI), 
on which participants focused their gaze: 
under the right eye, on the right eye, under 
the left eye, on the left eye, on the nose, on 
the mouth, and on other parts of the screen. 
We considered both a static measure—how 
much time each participant spent looking 
at each feature—and dynamic measures — 
how they moved their eyes and scanned the 
faces [4]. Children with ASD focus on and 
scan faces differently. For instance, when 
looking at a person’s face, neuro-typical 
children focus more on the eyes and those 
with ASD focus more on the mouth. This 
static measure is called “fixation time.” And 
when shifting their focus from someone’s 
eyes to their chin, neuro-typical children 
generally move their eyes more quickly and 
via a different path than children with ASD.

To investigate how ASD and neuro-
typical children explore facial features in 
dissimilar ways, we employ the centrality 
concept from network analysis. Here, each 
of the seven AOIs acts as a node in our 
network model. Every saccadic transition 
between two AOIs yields a link connect-
ing the two respective nodes. One can 
apply measures of centrality to assess the 
importance of each node. We computed the 
subsequent four centrality measures.

(i) Degree centrality—arguably the 
simplest conceptually—depicts the num-
ber of links associated or connected with 
a given node.

(ii) Betweenness centrality is the num-
ber of shortest paths between two addi-
tional nodes that pass through a given 
node. One can compute the betweenness 
of node k  in G V E= ( ; )  as follows:

   
    

B
P i j P i j

N
k

i j k k=
−





≠Σ , ( , ) / ( , )
,

1
2

where N  is the number of nodes in the 
graph and P i j( , )  denotes the number of 
shortest paths between nodes i  and j. 
Among these shortest paths, P i jk ( , )  indi-
cates how many pass through node k.

(iii) Closeness centrality is another mea-
sure of a given node’s importance. One 
can calculate it from the reciprocal of the 
sum of the shortest paths’ length between 
the node and all other nodes in the graph. 
Closeness centrality quantifies the extent 
to which the network may be congested 
between a given pair of nodes:

              
C

N
dk
j i k

= −1
Σ

,

,

where di k,  is the shortest path between 
nodes i  and k.

(iv) Eigenvector centrality assigns rela-
tive scores to all nodes in the network based 
on the concept that connections to high-

scoring nodes contribute more to the score 
of the node in question than equal connec-
tions to low-scoring nodes. Specifically, the 
eigenvector centrality of node k—denoted 
Ek—is proportional to the weighted sum of 
the eigenvector centrality of the nodes to 
which it connects:

 
E X a Xk k k jj j= = ∑max

max

max1

λ ,
,

where λmax  is the largest eigenvalue related 
to the transition matrix ( )

,
ai j  and X max  is 

the associated eigenvector.

A More Child-friendly Test          
for Early Autism Detection

Why do we want a new diagnostic tech-
nique for ASD? The hope is that a more 
child-friendly and improved diagnostic 
tool would facilitate early ASD detec-
tion in children. There is currently no 
definitive laboratory test or biomarker for 
the disorder. Assessment often includes a 
medical and neurological examination; an 
in-depth questionnaire about the child’s 
family history, behavior, and development; 
or an evaluation from a psychologist. In 
addition to being expensive, these diag-
nostic approaches are not toddler-friendly. 
Children will no doubt find it much easier 
to stare at faces than fill out questionnaires 
or undergo a psychological evaluation.

We hope that our network-based analy-
sis will make the diagnostic process less 
stressful. Parents who suspect ASD in their 
toddlers can seek screening with our tech-
nology and have their children scan a few 
faces. If the results point to a high likeli-
hood of ASD, the child can then undergo a 
more involved clinical appraisal. 

Our group is mindful of the many ben-
efits that accompany early ASD diagnosis 
and subsequent early intervention. Timely 
detection is associated with reduced paren-
tal stress, and prompt intervention is critical 
to achieving positive outcomes over time. 
Treatments implemented before age four 
are associated with significant gains in 
cognition, language, and adaptive behavior. 
Studies have similarly linked early interven-
tions in ASD with improvements in daily 
living skills and social conduct. 

By using mathematics to remove some 
of the barriers that inhibit early diagnosis, 
we hope that more children with ASD can 
receive timely intervention and attain a 
better quality of life and a higher degree of 
long-term independence.
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 The approxi-

mate evolution proved numeri-
cally palatable and offered prac-
titioners a computational tool 
for complex crack evolutions.

The mathematical activ-
ity surrounding variational and 
phase-field models of frac-
ture initially went unnoticed 
by the larger fracture com-
munity, even as it flourished 
in the mathematical literature. 
Meanwhile, a growing interest 
in complex fracture problems 
was challenging practitioners 
to put forth tools that exceeded 
the capabilities of LEFM. A 
decade after the introduction 
of the aforementioned varia-
tional model, the fracture com-
munity experienced a sudden 
outburst of phase-field models 
(and paternity claims). The phase-field 
approach to fracture was on its way to its 
current quasi-hegemonic status.

Knowns and Unknowns               
of the Variational Model

The variational approach dispels the 
misbegotten notion that crack path predic-
tion is subordinate to specific criteria. In 
particular, local stability combined with 

energy preservation adjudicates the rivalry 
between the two main kinking standards: 
maximality of the elastic energy release 
rate versus local symmetry of the kine-
matic fields after kinking. Both criteria 
must be satisfied simultaneously. Since 
they contradict each other [2], the only 
possible outcome is that kinks do not exist. 
Griffith’s theory, spawned from local sta-
bility, actually disavows the addition of the 
ad-hoc kinking criteria meant to supple-
ment it [5]. On the computational front, 
phase-field approximations have repeat-
edly demonstrated their ability to quantita-
tively predict fracture evolution [4].

Global minimality of the crack state at 
each time was key to mathematization of 
the evolution problem. In physics, how-
ever, any minimality postulate is technical 
convenience rather than the manifestation 
of a known physical imperative. In this 
case, global minimality in concert with 
free crack path has two serious drawbacks. 
First, it behaves hideously when the sample 

is subject to a force load — say f x t( , )  in 
its interior. Indeed, one should account for 
the work of f x t( , )  in such a case, thereby 
adding −∫ f u dxΩ

.  to . However, doing 
so prevents the realization of minimality 
because cutting off the support of f x t( , ) 
and moving it away from Ω  drives that 
linear term to −∞  while requiring only the 
price of that cut in surface energy and can-
celing the elastic energy altogether.

Because global minimality scans the 
entire energetic landscape, it enables situ-
ations wherein a steadily-growing crack 
would leverage information on distant 
materials properties or geometric features 

of which it has no possible knowledge. 
Therefore, abandoning global minimality in 
favor of a more local criterion would seem 
reasonable. Unfortunately, doing so would 
not cure either ailment: force loads would 
still favor immediate removal of their sup-
port, while initiation would be impossible 
for any kind of decent topology [6]. In 
addition, the link between phase-field and 
variational models would be severed, as 
Γ-convergence does not generally imply 
convergence of local minimizers.

Phase Field as an        
Autonomous Agent

In recent years, researchers have used 
phase-field models for an increasingly 
wide range of applications, including 
coupled problems like thermal cracking 
or hydraulic fracturing. They have also 
contemplated extensions to ductile and 
dynamic fracture propagation. These mod-
els are mostly ad-hoc, and mathemati-
cal understanding is partial at best. Yet 
conclusive quantitative comparisons with 
experiments, such as that in Figure 1 (on 
page 1), cannot be ignored.

As mentioned above, the phase-field 
model finds its justification as an approxi-
mation of fracture through Γ-convergence, 
which is only concerned with global mini-
mization. But global minimization is unre-
alistic. Moreover, there are no foolproof 
algorithms for computing global minima 
because ε  is non-convex. Over the past 
20 years, researchers have strived to incor-
porate a modicum of minimality into the 
computation of the phase-field evolution, 
with the understanding that doing so may 
lead them far from the fracture model [12]. 
The alternative is to view the phase-field 
model as the physical parent, thereby equat-
ing brittle fracture with a nonlocal damage 
gradient model — a radical step from a 
mechanician’s standpoint.

To make things more complex, it is pos-
sible within the context of the phase-field 
approximation to devise a scheme that—by 
judiciously fixing the length scale—delivers 
the correct initiation sequence when quan-
titatively tested against experiments (see 
Figure 2). It is both remarkable and utterly 
baffling that well-devised phase-field evo-
lutions provide such accurate approxima-
tions of fracture evolutions, from crack 
nucleation to sample failure.

The variational view of fracture has 
delivered a mathematically-consistent the-

ory that quantitatively reproduces many 
experimental results. Yet its ability to do so 
is shrouded in mystery. The initial impetus 
to recast brittle fracture in a variational 
framework was motivated by the relevant 
advances in mathematics, with mechan-
ics arguably lagging behind. The situation 
has since reversed; the past few years 
have witnessed the resurgence of mechani-
cal considerations, especially in terms of 
phase-field models. The mathematical tools 
required for rigorous investigation of topics 
like initiation, local minimality, or inertial 
effects are still in their infancy.

References
[1] Ambrosio, L., & Tortorelli, V.M. 

(1990). Approximation of functionals 
depending on jumps by elliptic function-
als via Γ-convergence. Comm. Pure Appl. 
Math., 43(8), 999-1036.

[2] Amestoy, M., & Leblond, J.-B 
(1989). Crack paths in plane situation – 
II. Detailed form of the expansion of the 
stress intensity factors. Int. J. Solids Struct., 
29(4), 465-501.

[3] Bourdin, B., Francfort, G.A., & 
Marigo, J.-J. (2000). Numerical experi-
ments in revisited brittle fracture. J. Mech. 
Phys. Solids, 48, 797-826.

[4] Bourdin, B., Marigo, J.-J., Maurini, 
C., & Sicsic, P. (2014). Morphogenesis 
and propagation of complex cracks 
induced by thermal shocks. Phys. Rev. 
Lett., 112(1), 014301.

[5] Chambolle, A., Francfort, G.A., & 
Marigo, J.-J. (2009). When and how do 
cracks propagate? J. Mech. Phys. Solids, 
57(9), 1614-1622.

[6] Chambolle, A., Giacomini, A., & 
Ponsiglione, M. (2008). Crack initiation in 
brittle materials. Arch. Ration. Mech. Anal., 
188(2), 309-349.

[7] Dal Maso, G., & Toader, R. (2002). 
A model for the quasi-static growth of 
brittle fractures: Existence and approxima-
tion results. Arch. Ration. Mech. Anal., 
162(2), 101-135.

[8] Francfort, G.A., & Larsen, C. (2003). 
Existence and convergence for quasi-static 
evolution in brittle fracture. Comm. Pure 
Appl. Math., 56(10), 1465-1500.

[9] Francfort, G.A., & Marigo, J.-J. 
(1998). Revisiting brittle fracture as an 
energy minimization problem. J. Mech. 
Phys. Solids, 46(8), 1319-1342.

[10] Griffith, A.A. (1921). The phenome-
na of rupture and flow in solids. Phil. Trans. 
Roy. Soc. Lond., 221(582-593), 163-198.

[11] Irwin, G.R. (1958). Fracture. In 
Handbuch der Physik, herausgegeben von 
S. Flügge. Bd. 6. Elastizität und Plastizität 
(pp. 551-590). Berlin: Springer-Verlag.

[12] Tanné, E., Li, T., Bourdin, B., 
Marigo, J.-J., & Maurini, C. (2018). Crack 
nucleation in variational phase-field models 
of brittle fracture. J. Mech. Phys. Solids, 
110, 80-99.

Blaise Bourdin is the A.K. & Shirley 
Barton Professor in the Department 
of Mathematics at Louisiana State 
University. Gilles Francfort is a profes-
sor in the Department of Mathematics at 
Université Paris 13.

Figure 2. Crack nucleation in phase-field simulations (colored triangles) and experiments [12]. 2a. Critical fracture load in a three-point bending experiment, 
with a V-notch as a function of the notch-relative depth a h/  and opening half angle (black symbols) ω.  2b. Phase-field computation of the generalized stress 
intensity factor near a U-notch, compared to experiments in a wide range of materials. Figure courtesy of [12].

Variational Fracture
Continued from page 1
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Carbon Cycle
Continued from page 1

Characteristic events may instead reflect the 
intrinsic dynamics of the carbon cycle.

A simple model of the marine carbon 
cycle illustrates how this could work [5]. 
We consider the upper ocean to be a well-
mixed chemical reactor, open to an incom-
ing flux ji  of dissolved calcium carbonate 
from rivers and a maximum outgoing flux 
bji to sediments. Dissolved inorganic car-
bon in the ocean takes several forms; it 
suffices to consider only two. We track the 
concentration of total dissolved inorganic 
carbon (carbonate and bicarbonate ions in 
addition to CO2), denoted by w,  and the 
concentration of carbonate ions (CO

3

2−
),  

denoted by c.  We also allow for external 
input of CO2 at rate ν ji .

One important feedback concerns the out-
going flux. Above a critical concentration 
cp ,  carbonate minerals are preserved in sed-
iments; below cp ,  they dissolve. Averaged 

over the oceans, the transition is smooth 
rather than sharp. We therefore assume that 
the outflux is proportional to a sigmoidal 
function s c cp( , )  that grows from zero to 
one as c  increases to values well above cp . 

Another feedback concerns the carbon-
ate system’s interaction with planktonic 
organisms. When CO2 is added to seawa-
ter, some of it combines with carbonate 
ions to form bicarbonate ions; this lowers 
the concentration c  of carbonate ions. If 
c becomes sufficiently small—less than 
a concentration cx−—planktonic organisms 
with calcium carbonate shells fare poorly. 
Their shells normally provide “ballast” that 
causes them to sink to the deep sea with 
detrital organic carbon. But if fewer calci-
fying organisms exist in the upper ocean, 
less organic carbon sinks to the seafloor 
and more is respired to CO2 near the sea 
surface, causing upper ocean CO2 levels 
to increase even further. We express this 

process by a constant θ  times a sigmoidal 
function s c cx( , ),  where s s� �1 .  Finally, 
we assume that the concentration of total 
dissolved inorganic carbon tends to relax 
toward a concentration w0  at a timescale 
τw.  Today, τ w~10

4  years. These consider-
ations yield the carbon cycle model:

    
c f c j bs c ci p/ ( ) [ ( , )= − −1

  (1)
  θ ν τs c c w wx w( , ) ] ( ) /− + −

0

       w j bs c ci p� � �[ ( , )1

     (2)
� � �s c c w wx w( , ) ] ( ) / .� � �

0

The function f c( )  approximates the man-
ner in which the carbonate system “buffers” 
the addition or removal of chemical species.

Depending on the parameters, the model 
exhibits a stable fixed point, a stable limit 
cycle, or both. Here we focus on the 
stable fixed point’s response to perturba-

tion when the fixed point is near 
the bistable region. We imagine 
that the system is initially prepared 
with the CO2 injection parameter 
� � 0, but we set � �� �0 0  for 
all times t ≥ 0. Figures 2a and 2b 
show that the system spirals toward 
a new steady state. Yet when ν 0  is 
larger than a threshold ν c ,  the sys-
tem undergoes a large excitation 
before approaching the new fixed 
point (see Figures 2c and 2d). The 
model is therefore excitable, simi-
lar to models of action potentials 
in neurons [2]. The excitation cor-
responds to transient ocean acidi-
fication, since the addition of CO2 
reduces not only c  but also the pH.

Because the size and timescale 
of excitations are properties of the 
system rather than its perturbation, 
an excitable carbon cycle could 
explain several features of the data 
in Figure 1b [5]. Characteristic 
events, which fall close to the 
straight line, would represent near-
threshold excitations. The mass 
extinction events above the line 
would be associated with perturba-
tions that significantly exceed the 

threshold. Events below the line may simply 
represent slow quasistatic change.

In the real carbon cycle, initiation of an 
excitation by CO2 injection would likely 
last for only a finite time ti ,  e.g., � �� 0 
for 0 ≤ ≤t ti . In the carbon cycle model, 
the excitation threshold ν c  is independent 
of ti when ti  exceeds approximately one 
damping time τw.  But if ti wτ ,  pertur-
bations can be damped before they lead 
to excitation. In this case, the threshold 
depends on the total mass injected and 
νc it∝ −1

.  Figures 3a and 3b illustrate how 
this works. Similar phenomena exist in 
other excitable systems [2, 8].

The flux of CO2 entering today’s oceans 
is nearly two orders of magnitude greater 
than the growth rate of characteristic events, 
which provides a rough estimate of the 
threshold’s upper bound under a step-like 
injection. Yet the centennial timescale of 
the modern perturbation is about two orders 

of magnitude smaller than today’s damping 
timescale. The shorter injection timescale 
cancels out the stronger injection rate, and 
the modern influx lies near the hypothesized 
upper bound rather than greatly exceeding it.

To understand what this might mean, 
consider the carbon cycle’s behavior before 
the end-Cretaceous extinction (and the 
dinosaurs’ demise). Although the extinc-
tion is widely attributed to a bolide impact, 
modern geochronological methods reveal 
a roughly 104-year pulse of massive vol-
canism tens of thousands of years prior 
to impact [6]. The resulting CO2 injection 
occurred at an estimated peak rate that is 
approximately one percent of the maxi-
mum projected 21st-century mean flux to 
the oceans [5]. Both the modern and end-
Cretaceous CO2 fluxes therefore lie near 
the threshold’s upper bound (see Figure 
3c). Massive volcanism associated with the 
end-Permian and end-Triassic extinction 
events may be similarly pulsed.

The upshot is twofold. First, modest 
perturbations of the carbon cycle beyond 
a threshold may have led to significant 
disruptions of the ancient Earth system, 
possibly including mass extinction. Second, 
today’s strong perturbation appears to be 
near an equivalent threshold. Are we there-
fore headed for a sixth extinction? The 
dynamical system of equations (1) and (2) 
is a toy model; among other limitations, its 
assumption of a well-mixed ocean neglects 
possible feedbacks on timescales less than 
approximately 103 years. Yet the hypoth-
esis of excitability is reasonable and the ti

−1 
scaling law provides something novel and 
important: a means of rescaling the past to 
the present. Analysis of alternative models 
and acquisition of more data will help test 
these ideas. The risk of catastrophe makes 
fundamental progress imperative.
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Figure 1. Disruptions of the carbon cycle. 1a. Time 
series of the isotopic composition of carbonate carbon 
(δ 13C,, the relative enrichment of 13C compared to 12C, 
expressed as “per mil”) during the Eocene period, 
about 54 million years ago. The two abrupt downswings 
correspond to increases ∆m  in the mass m  of dis-
solved inorganic carbon in the oceans. 1b. The relative 
size and duration of 31 global disruptions (including 
those in 1a) in the last 540 million years. The duration 
τ  is the time over which m  grows. The labeled events 
are associated with the end-Cretaceous (KT), end-
Triassic (TJ), end-Permian (PT), end-Ordovician (Ord), 
and Frasnian-Famennian (FF) mass extinctions. Figure 
1a adapted from [7], 1b adapted from [4].

Figure 2. Phase plane and time series representations of perturbations to the carbon cycle 
model below (2a and 2b) and above (2c and 2d) the excitation threshold. Image courtesy of [5].

Figure 3. The excitation threshold ν c  depends on the duration of forcing. 3a. The response 
w t( ) to CO2 injection (in 3b) at varied dimensionless rates ν  over different durations ti . 
3c. Comparison of perturbations of the modern and end-Cretaceous [6] carbon cycles to a 
hypothesis for the upper bound of the excitation threshold. Four projections of the modern 
perturbation are depicted [5]. The end-Cretaceous case KT  represents the upper half of the 
confidence interval for CO2 emitted by massive volcanism tens of thousands of years before 
the end-Cretaceous extinction [6]. Because the excitation threshold scales like ti

−1
,, both the 

modern and ancient perturbations are equivalently near it. Figure 3a and 3b courtesy of 
Daniel Rothman, 3c adapted from [5].

Changes to SIAM’s Child 
Care Grant Program
SIAM offers child care grants that 

provide monetary support for those 
attending select SIAM conferences 
with small children.

Beginning in 2020, SIAM will be 
changing the way in which it admin-
isters these grants. SIAM will provide 
a grant amount of $85 per family per 
conference day (as opposed to the 
$250 total per conference that attend-
ees received in the past). The new 
policy better aligns with a 2018 study 
conducted by Science magazine’s 
careers department. 

Child care services, caregiver travel, 
and other conference-related expenses 
incurred in the care of dependent chil-
dren are eligible for reimbursement 
if they result directly from the par-
ent’s participation in the conference, 
regardless of whether care is provided 
at the conference site or at home. 

Since their introduction in 2012, 
SIAM child care grants have been 
helping working parents balance their 
careers and family lives. To apply for 
a child care grant, look for the applica-
tion portal on the conference website 
under “Lodging & Support.”
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Computational Mechanics: Three 
Decades of Applications and Extensions
By James P. Crutchfield

In part I1 of this article, published in the 
October issue of SIAM News, the author 
provided a thorough introduction to com-
putational mechanics that documented the 
field’s multifaceted origin.

My interest in computational mechan-
ics began as a fascination with 

mainframe computers in the 1960s and 
information theory in the 1970s. I worked 
in Silicon Valley for a number of years,  
first at IBM (at what was to become its 
Almaden Research Center) on information 
storage technology — specifically magnetic 
bubble devices. This was followed by an 
assignment at Xerox’s Palo Alto Research 
Center, which at the time was busily invent-
ing our current computing environment of 

1 https://sinews.siam.org/Details-Page/
dynamics-information-and-organization-the-
origins-of-computational-mechanics

packet-based networks (ethernet), internet 
protocols, graphical user interfaces, file 
servers, bitmap displays, mice, and personal 
workstations. An active member of the 
Homebrew Computer Club, I hand-built a 
series of microcomputers: 4-bit, 8-bit, and 
eventually 16-bit machines. I suggested 
and helped code the first cellular automa-
ton simulator on a prototype 6502 (8-bit) 
microcomputer, which ultimately became 
the Apple I. During this time, I met many 
people who would later become titans of 
modern information technology.

As a student at the University of 
California, Santa Cruz (UCSC), I learned 
about the mathematics of computers and 
communication theory directly from infor-
mation theory pioneer David Huffman, 
who was well known for his 1950s work on 
minimal machines — specifically machine 
synthesis. Huffman’s pioneering research 
was an integral part of his discrete math-
ematics and information theory courses. I 

learned computer architecture from Harry 
Huskey, a chief engineer for the first U.S. 
digital computers (ENIAC and EDVAC) 
who also taught at UCSC. In short, think-
ing about computing and its physical sub-
strates went hand in hand with my physics 
training in statistical mechanics and my 
mathematics training in dynamical systems 
theory. This theme drove the bulk of my 
research on chaotic dynamics.

With this background in mind, I will 
now address the immediate concerns of 
nonlinear physics in the 1980s. As comput-
ers decreased in size and cost, they became 
increasingly accessible research tools. In 
the late 1970s and early 80s, this revolution 
inspired the burgeoning field of nonlinear 
dynamics. Computer simulations, unlike 
abstract existence proofs, allowed us to 
simply examine and interact with the solu-
tions of complex nonlinear systems. The 
new tools thus revealed an unexplored uni-
verse of exquisitely complex, highly-ram-

ified structures and unpredictable behav-
iors that had remained relatively abstract 
throughout most of the 20th century.

Randomness emerged spontaneously — 
though paradoxically, we knew and had 
programmed the underlying equations of 
motion. This presented several deep chal-
lenges. What is randomness? Can we quan-
tify it? Can we extract the underlying equa-
tions of motion from observations? Was 
each and every nonlinear system, in the 
vast space of all systems, going to require 
its own “theory”?

In the 1970s, the nonlinear physics com-
munity identified a target problem—fluid 
turbulence—to probe these questions and 
presented a testable hypothesis, specifi-
cally the Ruelle-Takens conjecture that 
strange attractors were the internal mecha-
nism driving the problem. This formal-
ized meteorologist Edward Lorenz’s ear-
lier proposal on deterministic nonperiodic 

Figure 1. Varieties of the -machine. 1a. Finite-state hidden Markov model (HMM). 1b. Infinite mixed state: countable HMM and uncountable HMM (fractal and continuum). 1c. -machine 
for discrete-event, continuous-time hidden semi-Markov processes. Figure courtesy of James Crutchfield.

See Computational Mechanics on page 7
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Preparing Applied Mathematics 
Students for Careers in Industry
A Recurring Theme at ICIAM 2019 Education Sessions
By Lucas Castle

Applied mathematicians know the 
importance of recognizing and pro-

moting mathematical innovation as it relates 
to industry, medicine, and engineering. They 
realize that interdisciplinary partnerships are 
vital to solving the world’s most complex 
problems. Thousands of mathematicians 
and computational scientists from around 
the globe recently convened in Valencia, 
Spain, for the 9th International Congress on 
Industrial and Applied Mathematics, which 
took place this July. Attendees shared recent 
mathematical advances, collaborated with 
peers, and facilitated partnerships between 
academia and industry. 

The need for applied mathematics is 
abundantly clear, and education is a par-
ticularly critical component. Presenters at 
the various minisymposia on mathematics 
education sought to answer the following 
question: How are we leveraging our skills 
as applied mathematicians to truly train and 
prepare students? Each talk offered a differ-
ent perspective on this meaningful, complex 
problem. Some educators spoke of their 
innovative, problem-focused courses, while 
others shared their experiences with expos-
ing students—both at the undergraduate and 
graduate level—to mathematics’ relevance 
via modeling competitions or industry col-
laborations. In all cases, students pondered 
the real-world applications of mathematics 
both in and out of the classroom.

Inside the Classroom
Undergraduate students often ask me 

“Why is this useful?” While answering 
this question is relatively easy, simply list-
ing applications of relevant mathematical 
concepts still leaves students somewhat 
unsatisfied. To bypass this issue altogeth-
er and make mathematical applications 
self-evident, many educators are shifting 
towards problem-centric curriculum design, 
in which students experience mathemat-
ics by tackling relevant and contextual-
ized problems. For example, linear algebra 
students might develop notions of linear 
systems by analyzing traffic flow in a series 
of intersections or studying disease dynam-
ics in epidemic models. Undergraduates 
in a quantitative reasoning course could 
design an art gallery—complete with a scale 
model—to understand the steps involved in 
the mathematical modeling process. These 
and other practical experiments effectively 
demonstrate (rather than simply state) math-
ematics’ applicability in the real world.

Courses that incorporate projects of this 
nature also stimulate the development of 
other desirable, non-mathematical skills. 
Open-ended problems set the stage for 
collaborative, multidisciplinary experiences 
in inquiry-based environments. However, 
solving a problem is only half the battle. 
Communication of solutions, both within 
a group and to intended stakeholders, pro-
vides opportunities for students to practice 
writing and speaking skills via a variety 
of media. A group performing sensitivity 
analysis on a model of a stocked lake might 
convey its results by writing a memo to 
the U.S. Fish and Wildlife Service with a 
recommended fish harvesting rate for the 
lake. Alternatively, a small modeling proj-
ect on international travel could culminate 
with oral presentations to a “donor” (in this 
case, the instructor) that request funding for 
the hypothetical trip. Using mathematics as 
the vehicle through which students develop 
these soft skills reinforces the relevancy of 
the subject in context.

Of course, teaching and learning in this 
style is not without challenges. These cours-
es necessitate flexibility and require buy-in 

es that challenge them with “real problems” 
tend to outperform their peers in classes that 
utilize more traditional teaching structures.

Beyond the Classroom
Authentic classroom problems especially 

benefit students in classes that are taught 
from a more traditional per-
spective (like service cours-
es and lower-division math 
courses). Students taking 
advanced courses are also 
likely to encounter at least a 
few of these types of ques-

tions. But no matter what, the classroom 
will still always be a safe space (facilitated 
by instructors) that represents only a small 
taste of work in a mathematical career. 
How can we provide students with experi-
ences that more rigidly emulate the profes-
sional use of mathematics?

The Consortium for Mathematics and its 
Applications offers two competitive oppor-
tunities for students to hone their skills: 
the Mathematical Contest in Modeling 
(MCM) and the Interdisciplinary Contest in 
Modeling (ICM). Over the course of a sin-
gle weekend, participating teams formulate 
and communicate a solution to open-ended, 
broadly-defined problems—such as creat-
ing an evacuation plan for the Louvre—
for interested stakeholders via a written 
report. The MathWorks Math Modeling 
Challenge—sponsored by MathWorks and 
organized by SIAM—gives high school 
juniors and seniors 14 hours to tackle a 
complicated, real-world issue with math-
ematical modeling and report their results. 
Participation in such contests enables stu-
dents to hone their practical mathematical 

from both students and instructors. Teachers 
must be prepared to generate and facilitate 
open-ended problems that have no “right” 
answer. Assessment is also more com-
plicated; grading a particular assignment 
that yields a variety of solutions, decid-
ing whether traditional hour-long exams fit 
the material, and balancing 
rubrics between mathematical 
concepts and soft skills (such 
as writing, communicating 
information or data effective-
ly, etc.) pose difficulties. That 
said, the rewards far outweigh 
the obstacles. Contextualized mathematics 
enhances student attention, information 
retention, and reflective learning. Students 
find material in this framework more appli-
cable to their lives and future careers, as the 
mathematics in question actually matters to 
them. Furthermore, undergraduates in cours-
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See Careers in Industry on page 8
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flow: nonlinear instability was generally 
responsible for the weather’s unpredict-
ability and fluid turbulence.

But a confounding problem remained. 
On the one hand, we had time series of 
measurements of the fluid velocity at a point 
in a flow. On the other, we had the abstract 
mathematics of strange attractors — com-
plicated manifolds that circumscribed a 
system’s instability. How could we connect 
them? Proposals to use the measured time 
series to “reconstruct” the system’s effec-
tive state space solved the conundrum. This 
concept involved extracting the attractor’s 
geometry from a time series. Such recon-
struction methods created an effective state 
space in which to look at the chaotic attrac-
tors and quantitatively measure their degrees 
of instability and attendant complexity. This 
was finally verified experimentally in 1983, 
overthrowing the decades-old Landau-
Lifshitz multiple incommensurate-oscillator 
view of turbulence.

Reconstructing a chaotic attractor from a 
time series became a widely-used technique 
for identifying and quantifying deterministic 
chaotic behavior, thus inspiring the field of 
nonlinear time-series modeling. Yet recon-
struction fell short of concisely expressing a 
system’s internal structure. Could we extend 
reconstruction to extract the system’s very 
equations of motion, enabling us to robust-
ly predict chaotic behavior? A method to 
reconstruct equations of motion from a data 
series provided the answer.

This method worked quite well when 
one happened to choose a mathematical 
representation that matched the class of 

nonlinear dynamics generating the behav-
ior. But without the correct representa-
tional “basis,” it both failed miserably and 
fell short of revealing how and where to 
look for a better technique. Thus, even this 
approach to modeling complex systems 
was inherently subjective in the choice 
of representation. Structural complexity 
remained elusive.

How could one remove this subjectiv-
ity? The solution came from a metaphor 
to the classification scheme for automata 
developed in discrete computation theory. 
In the 1950s and 60s, the mathematics 
of formal languages and automata led to 
a structural hierarchy of representations 
that ranged from devices that used finite 
memory to infinite memories organized 
in different architectures — tapes, stacks, 
queues, counters, and the like.

Could we do this for continuous cha-
otic systems? The answer was framed as a 
predictive equivalence relation developed 
from the geometry-of-a-time-series concept 
of reconstructed state space and adapted to 
an automata-theoretic setting. The equiva-
lence relation defined a new kind of state, 
a distribution of futures conditioned on 
past trajectories in the reconstructed state 
space. These were the causal states whose 
resulting probabilistic automata were called 
-machines. In this way, many notions 
of information processing and computing 
became applicable to nonlinear physics.

Applications
Pithy notation, apt representation, and 

even the right C++ object class can greatly 
simplify problem solving. As minimal suf-
ficient statistics, the -machine causal states 
play just this role when working with and 

analyzing complex processes. Figure 1 (on 
page 5) displays a variety of -machines, 
from discrete-time discrete-state to infinite-
state and continuous-time processes. Local 
causal states are adapted to spatiotemporal 
processes and detect spacetime invariants 
sets (domains) whose broken symmetries 
(particles) propagate (see Figure 2).

In the mysterious realm of quantum phys-
ics, determining a system’s quantum causal 
states allows one to measure quantum struc-
tural complexity. Comparison to classical 
statistical complexity reveals a profound 
ambiguity: quantum physics and classical 
physics do not agree on the meaning of 
structure. That said, quantum -machines 
are typically smaller, so future quantum 
computers will likely provide helpful com-
pression and reduced communication costs.

When combined with recent advances in 
nanoscale nonequilbrium thermodynamics, 
-machines offer the most efficient way to 
physically implement information process-
ing (see Figure 3). Moreover, the degree of 
chaos (dynamical instability measured by 
the Kolmogorov-Sinai entropy rate) controls 
the rate at which an engine converts disor-
ganized thermal energy into useful work. 
Additionally, the second law of thermody-
namics—when properly extended to account 
for structure in information reservoirs—
determines the minimum amount of energy 
required to perform a given computation.

Conveniently, originally vague intuitive 
notions about complex systems can now be 
clearly spelled out. For instance, we now 
say that a system is unpredictable if it has 
a positive entropy rate: hµ >0.  A system 
is considered complex if it has positive 
structural complexity: Cµ > 0.  And a sys-
tem is emergent if its structural complex-
ity increases over time: C t C tµ µ( ) ( ),′ >  if 
t t′ > .  Finally, we can monitor the amount of 
internal structure hidden from us if its cryp-
ticity is positive: χ = − >Cµ E 0, where 
excess entropy E  is the shared information 
between past and future.

Most constructively, and perhaps most 
telling about causal states, is the manner 
in which they gave rise to exact methods. 
Spectral decomposition techniques recent-
ly derived from functional calculus yield 
exact, closed-form expressions for all infor-
mational and computational properties of 
processes generated by -machines.

Pattern Discovery
Computational mechanics was thus 

extended and applied far beyond its initial 
conception 30 years ago. Even so, lay-
ing the foundations of a fully-automated 
“artificial science”—in which theories are 
automatically built from raw data—remains 
a challenge. Though the benefits are tanta-
lizing, doing so remains an ambitious goal 
and its research program is still incomplete. 
For example, delineating the way in which 
the causal equivalence relation induces a 
structural hierarchy of complex processes, 
rather analogous to the Chomsky hierarchy 
in discrete symbolic computation theory, is 
largely unexplored.  

That said, the biggest scientific challenges 
are the recent discoveries that classical and 
quantum simplicity are ambiguous, and the 
fact that the most fundamental difficulties 
arise from our lack of knowledge surround-
ing statistical dependency, beyond pairwise 
correlation. In short, Shannon-Kolmogorov 
information cannot capture all types of statis-
tical dependencies and is mute on many fac-
tors of complex system organization. Though 
these are open problems, I believe that they 
are also answerable challenges. Perhaps past 
successes and the style of computational 
mechanics will inspire their solution.
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agents discover them. His website is http://
csc.ucdavis.edu/~chaos/.

Figure 2. -machines in space. 2a. Raw spacetime diagram of elementary cellular automaton 
18 evolving from a random initial condition. 2b. Local causal-state spacetime fields calculated 
from the predictive equivalence relation over past and future lightcones reveal domains and 
particles. Figure courtesy of Adam Rupe.

Figure 3. Thermodynamic computing. A stochastic Turing engine consisting of an informa-
tion ratchet that processes symbols on a tape using an input-output -machine. Figure 
courtesy of Alexander Boyd.

Computational Mechanics
Continued from page 5
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By Hans De Sterck, Gitta Kutyniok, 
James Nagy, and Eitan Tadmor

The excitement and activity surround-
ing the field of machine learning was 

clearly evident at the 9th International 
Congress on Industrial and Applied 
Mathematics (ICIAM 2019), which took 
place this summer in Valencia, Spain. 
Over 25 minisymposia—as well as several 
prize lectures and invited talks—touched 
on the theme of “learning,” while other 
invited presentations addressed important 
mathematical research challenges neces-
sary to advance the field.

A special panel on the future of math-
ematics in the age of machine learning 
explored the topic in detail. Panelists Hans 
De Sterck (University of Waterloo), Gitta 
Kutyniok (Technische Universität Berlin), 
James Nagy (Emory University), and Eitan 
Tadmor (University of Maryland, College 
Park) represented various core areas of 
computational and applied mathematics that 
develop and utilize machine learning tech-
niques, including computational science 
and engineering, imaging science, linear 
algebra, and partial differential equations.

Discussion broached a variety of issues 
surrounding machine learning, such as 
the obvious fact that machine learning 
will remain, as mathematician Ali Rahimi 
stated, “an area comparable to alchemy” 
without new mathematical understand-
ing and developments. Deep learning is 
among the most transformative technolo-
gies of our time, and its many potential 
applications—from driverless cars to drug 
discovery—can have tremendous societal 
impact. Yet although deep learning retains 

Panelists Talk Machine Learning and 
the Future of Mathematics at ICIAM 2019

applications in materials, finance, signal 
and image processing, molecular dynam-
ics, and inverse problems.

The panel generated lively conversa-
tion on a multitude of issues, including 
current limitations of machine learning. 
For example, more than one attendee 
expressed concern that machine learn-
ing might only be useful “when being 
wrong is not dangerous.” Others noted 
that limitations revolve primarily around 
quality of data (i.e., human involvement 
is typically essential for data labeling, 
which can cause biases) and the need for 
massive computing resources. Since cur-
rent machine learning models are highly 
susceptible to errors, poor and biased data 
can induce significant failures. Moreover, 
the time constraints posed by learning 
and verification are substantial; because 
models demand constant training, these 
computational requirements will only 
grow with time. Furthermore, if machine 
learning algorithms are to run on handheld 
devices (without the need for cloud com-
puting resources, which can have signifi-
cant latency problems), new approaches 
that use less data and computing resources 
are also necessary. Overcoming many 
of these limitations requires advance-
ments from core areas of computational 
and applied mathematics, including lin-
ear algebra, PDEs, optimization, inverse 
problems, high-performance computing, 
statistics, and uncertainty quantification.

At the same time, mathematical disci-
plines like inverse problems and numerical 
analysis of PDEs are also impacted by 
machine learning techniques. Such meth-
ods—foremost deep neural networks—can 
quickly lead to state-of-the-art approaches, 
particularly for inverse problems in imag-
ing sciences. This occurs due to the dearth 
of physical models in imaging science, 
which consequently makes data-driven 
methods quite effective. From a numeri-
cal standpoint, a particularly promising 
conceptual approach is the use of model-
based methods for as long as they are reli-
able, and the exploitation of learning-type 
methodologies when they are not. The 
development of a mathematical underpin-
ning for machine learning and hybrid-type 
approaches to inverse problems is one 
main direction of future research. The field 
of PDEs was slower to embrace machine 
learning methods, but theoretical results 
in the high-dimensional regime—typically 
demonstrating that deep neural networks 
can overcome the curse of dimensional-
ity—are already available. Research in the 
aforementioned directions is accelerating.

Students pursuing degrees in areas of 
data science, including machine learn-
ing—whether in mathematics or computer 

science—must be trained in the relevant 
mathematical fields. The machine learn-
ing revolution and surrounding excite-
ment may slow down in the coming years, 
but the technology itself is not going to 
disappear. We can therefore expect the 
number of undergraduate and graduate 
students enrolled in computational and 
applied mathematics courses to signifi-
cantly increase in the next decade and 
remain high for the foreseeable future. 
Moreover, the mathematical community 
should consider adapting some of its 
core curricula to include additional topics 
related to the mathematics of data sci-
ence. This would be especially beneficial 
in courses taken by mathematics students, 
as well as mathematics courses taken by 
students from other areas of natural and 
engineering sciences. 

Knowledge of machine learning 
methods is even becoming increasingly 
important for humanities students. In this 
sense—and from an educational view-
point—many ICIAM 2019 attendees are 
expecting a paradigm shift. Data science 
and machine learning are rapidly evolving 
into the leading quantitative and compu-
tational endeavors of our time, transform-
ing the way in which society functions. 
Mathematics, statistics, and mathematics-
based algorithms are foundational build-
ing blocks of this revolution, and the 
role and influence of further mathematical 
developments will only increase as the 
revolution continues to unfold.

Hans De Sterck is a professor of 
applied and computational mathematics 
at the University of Waterloo in Canada. 
His research focuses on numerical 
methods for computational science and 
data science. Gitta Kutyniok is Einstein 
Professor of Mathematics and head of 
the Applied Functional Analysis Group 
at the Technische Universität Berlin. 
Her research focuses on applied har-
monic analysis, compressed sensing, 
deep learning, imaging science, inverse 
problems, and numerical analysis of 
partial differential equations (PDEs). 
James Nagy is Samuel Candler Dobbs 
Professor and chair of the Department 
of Mathematics at Emory University. His 
research focuses on numerical linear 
algebra, structured matrix computations, 
numerical solution of inverse problems, 
and image processing. Eitan Tadmor 
is a Distinguished University Professor 
at the University of Maryland, College 
Park. His research focuses on theory and 
computation of PDEs with applications 
to shock waves, kinetic transport, incom-
pressible flows, image processing, and 
self-organized collective dynamics.

significant public interest, lay people are 
largely unaware of the key mathemati-
cal and computational challenges in the 
field. This is particularly true in instances 
that require many layers for the inter-
pretation of highly complex data pat-
terns. Unfortunately, there are currently no 
theoretical results to support much of the 
practical experience suggesting that deep 
learning algorithms can produce amazing 
results for high-dimensional data.

Multiple presenters at ICIAM 2019 
are attempting to address this gap in 
mathematical theory by developing novel 
means of interpreting deep learning as a 
dynamic optimal control problem with 
ordinary differential equation and partial 
differential equation (PDE) models. New 
mathematical theories will allow concepts 
from applied mathematics to create a 
rigorous theoretical basis for designing 
and training deep neural networks, and 
subsequently providing insight into their 
reasoning. A number of minisymposia at 
the conference focused on the mathemati-
cal foundations of deep learning. 

Similarly, computational mathematics 
plays an increasingly important role in 
machine learning by providing new, effi-
cient optimization algorithms and scal-
able parallel numerical methods for deep 
network training. These techniques are 
essential when training very large net-
works in ways that scale on high-end 
parallel computing infrastructure using 
enormous amounts of data, thus push-
ing the boundaries of machine learn-
ing’s capabilities. Several minisymposia 
at ICIAM 2019 emphasized these novel 
mathematical developments and their 

skills and obtain a more realistic picture of 
an applied mathematics career. Furthermore, 
faculty are beginning to use these programs 
as templates to design smaller, local compe-
titions. Such contests provide more chances 
to engage with mathematics, especially for 
students who might not normally compete 
in a national or international competition. 
Those who do participate receive immediate 
feedback, which is not possible in large-
scale competitions like the MCM and ICM.

Finally, industry itself overflows with 
problems perfect for student engagement. 
Many institutions collaborate with labora-
tories, businesses, and industrial companies 
that allow both undergraduate and graduate 
students to conduct research in profes-
sional settings. Participants gain firsthand 
experience using mathematics in business 
and industry, and companies receive help 

in solving problems while identifying and 
training potential future hires.

In conclusion, how do we leverage our 
skills as applied mathematicians to truly 
train and coach the future generation? We 
do so by using our unique experiences, 
knowledge of mathematics’ utility, and 
ability to connect with industry partners 
and immerse them in meaningful, real-
world problems. This is the current trend 
in applied mathematics education for non-
majors, graduate students, and everybody 
in between. Everyone benefits from focus-
ing on problem-solving, and no group is 
better prepared to provide contextualized 
experiences in mathematics than applied 
mathematicians themselves.

Lucas Castle is the Math that Matters 
Postdoctoral Fellow in the Applied 
Mathematics Department at Virginia 
Military Institute. He can be reached at 
castlelc@vmi.edu.

Careers in Industry
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Nearly Three Decades at Snowbird: The Iconic Venue 
and its Influence on Dynamical Systems at SIAM
By Hans Kaper and Marty Golubitsky

After 14 biennial meetings at the 
Snowbird Ski and Summer Resort just 

outside of Salt Lake City, Utah, the SIAM 
Activity Group on Dynamical Systems 
(SIAG/DS) decided to move its 2021 con-
ference to Portland, Ore. In this article, we 
reflect on the symbiosis of Snowbird and 
dynamical systems, and highlight changes 
that have occurred since the first Snowbird 
meeting in 1992. Our choice of the term 
“symbiosis” is deliberate; we believe that 
the venue—located (almost) at the end of 
Little Cottonwood Canyon in the Wasatch 
Range of the Rocky Mountains—has 
played an important role in the develop-
ment of an interdisciplinary research com-
munity focused on one of the most vibrant 
areas of applied mathematics.

Why Is Snowbird Different?
SIAG/DS’s use of the same venue for 

more than a dozen consecutive meetings is 
unique among the SIAGs. All other groups 
move their meetings among different cities 
in the U.S.; some even go international. 
Why is Snowbird different?

A standard caricature of a Snowbird con-
ference goes like this: if you want to meet 
a particular applied dynamicist attending 
Snowbird, hang out at the SIAM registra-
tion desk for 10 minutes. The layout of 
the meeting rooms on two floors creates 
a traffic pattern with two critical points 
where most trajectories intersect; one of 
those points is also the location of the SIAM 
desk. Even though the meeting is among 
the highest attended SIAM conferences, the 
setup makes it possible to meet people more 
easily than at most other meetings. Another 
positive feature of the Snowbird venue is 
the large number of nooks and crannies 
where attendees can connect for private sci-
entific discussions. Most conference hotels 
do not offer this amenity.

Yes, Snowbird is isolated; it is a 45-min-
ute drive from Salt Lake City up the can-
yon to Cliff Lodge, where the sessions are 
held. But the scenery is gorgeous, with 
a breathtaking view of the surrounding 
mountains from almost anywhere on site. 
There are essentially no distractions. The 
meeting focuses on science, and the sci-
ence is thoroughly interdisciplinary. Other 
positives include the possibility of skiing 
(some years) and the ample free time for 
mingling and networking in the evenings 
due to the secluded nature of the venue.

Of course, there are negatives. When the 
number of attendees exceeded the lodge’s 
capacity, late registrants were accommo-
dated at the Alta Ski Area towards the end 
of the canyon. The alternative was to stay 
down in the valley, which adds a daily 
hour-and-a-half commute to and from the 

conference. Limiting the number of par-
ticipants would counter SIAM’s generally 
accepted spirit of openness.

Some attendees complained about 
the lack of evening entertainment at the 
lodge. At the 2003 SIAM Conference 
on Applications of Dynamical Systems 
(DS03), this grievance inspired conference 
organizers to set up a collection of board 
games. It is worth noting that we see the 
dearth of evening activities as both a posi-
tive (attendees are readily available) and 
a negative (it’s difficult to separate one-
self from them). Other negatives include 
the altitude (approximately 8,000 feet)—
which poses problems for some, especially 
when combined with jet lag—and the price 
of food at Snowbird’s eateries.

SIAM’s established relationship with 
Snowbird offers further perks. The lodge 
provides good room rates and many ser-
vices to its regular customers. The total 
expense of attending DS21 in Portland will 
likely not be any cheaper than the cost of 
attending a Snowbird meeting. The man-

agement at Cliff Lodge is familiar with 
SIAM’s requirements, and over the years 
they have accommodated special requests 
like the grab-and-go lunch table during 
midday breaks and the provision of addi-
tional meeting rooms.

Some Statistics
In May 1990, SIAG/DS held its inaugu-

ral meeting in Orlando, Fla., with 427 reg-
istered participants. All subsequent meet-
ings took place at Snowbird.

Aside from DS92—the first Snowbird 
meeting, which took place in October 
1992—all SIAG/DS meetings occurred 
every other May from 1995 until 2019. A 
list of all meetings, with their co-chairs, is 
available in Table 1. An additional SIAG/
DS-sponsored Pacific Rim Dynamical 
Systems Conference was held in Maui, 
Hawaii in August 2000.

The number of registered attendees 
grew from 390 at DS92 to 1,009 at DS19; 
the increase was not monotone but certain-
ly substantial (see Figure 1). Beginning 
with DS13, the number of participants 
exceeded the guest room capacity of the 
lodge and late registrants were accom-
modated elsewhere. The number of meet-
ing rooms at Cliff Lodge also limited the 
number of minisymposia that the program 
could feasibly support.

Scientific Programs
The scientific program of a Snowbird 

meeting typically consisted of invited pre-
sentations, minisymposia, contributed 
papers, and poster sessions. Beginning in 
2001, SIAM also awarded the Jürgen Moser 
Lecture1 at Snowbird. To accommodate 
the increasing number of presentations, the 
length of the meetings grew to five full days 
with two evening poster sessions.

Table 2 documents the breakdown of 
presentations over the years. The number 
of invited presentations decreased to make 
room for more minisymposia, the number 
of minisymposia exploded at DS17, and 
the number of contributed paper sessions 
diminished in recent years in favor of 

poster presentations. Parallel sessions were 
the norm; parallelism increased over the 
years but was limited by the number of 
conference rooms at the lodge. Organizing 
committees had to either allow early and/
or late sessions or shorten the length of 
individual presentations; each committee 
struggled with this issue and found its own 
solution. Lodge management helped by 
enclosing an open area and creating two 
supplementary breakout rooms.

Conference themes were selected by 
each organizing committee and varied over 
the years. It is difficult to verify how strict-
ly the themes were actually followed; they 
were reflected in the list of invited speak-
ers but functioned more as suggestions for 
minisymposia organizers and authors of 
contributed papers. At DS97, the organiz-
ing committee made a good-faith effort 

1 https://www.siam.org/prizes-recognition/
activity-group-prizes/detail/full-prize-
specifications/siag-ds-jurgen-moser-lecture

to classify all minisymposia and contrib-
uted paper presentations under six principal 
themes and ten application areas.2 

Beginning with DS13 and continuing 
through DS17, the themes were simply 
summarized in two sentences: “The scope 
of this conference encompasses theoretical, 
computational, and experimental research 
on dynamical systems. Highlighted areas 
include the dynamics of biological, chemi-
cal, physical, social, and financial systems, 
along with applications in geophysics, fluid 
dynamics, engineering, and other applied 
sciences.” DS13 recognized 2013’s desig-
nation as the year of Mathematics of Planet 
Earth (MPE), and several presentations 
addressed MPE-related research topics.

Adaptability has been a striking aspect 
of Snowbird meetings. In 1995, hot top-
ics included chaos, normal forms, pattern 
formation, infinite dimensional dynamics, 
fluid dynamics, and engineering applica-
tions. Over two decades later, the 2019 
meeting featured more talks on dynamics 
of networks and applications to biology. 
This adaptability is due, in part, to the 
decision to appoint (mostly) junior to mid-

career researchers as SIAG/DS program 
directors, and have both candidates for 
program director agree to co-chair the 
Snowbird conference.

Prizes and Awards
Every two years beginning in 2001, 

SIAG/DS has awarded two special prizes: 
the Jürgen Moser Lecture and the J.D. 
Crawford Prize.3 As mentioned before, 
SIAM established the Jürgen Moser Lecture 
in memory of Jürgen Moser, a leading 
mathematician who helped develop math-
ematical theories in celestial mechanics and 
dynamical systems theory. This prestigious 
prize is given to a person who has made 
distinguished contributions to nonlinear 

2 https://archive.siam.org/meetings/
archives/ds97/overview.htm

3 https://www.siam.org/prizes-recognition/
activity-group-prizes/detail/siag-ds-jd-crawford
-prize

Figure 1. Graphical representation of registered participants at the Snowbird meetings since 
1992. Figure courtesy of Hans Kaper and Marty Golubitsky.

Table 1. List of every SIAM Conference on Applications of Dynamical Systems that took place 
at Snowbird, and the chairs/co-chairs for each conference.

Table 2. Scientific program of Snowbird 
meetings throughout the years, including 
invited presentations (IP), minisymposia 
(MS), contributed papers, (CP), and poster 
sessions (PS).

Table 3. Jürgen Moser Lecture prize awardees (left) and J.D. Crawford Prize awardees (right).

See Snowbird on page 12
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The Physics of Animal Motion
How to Walk on Water and Climb 

up Walls: Animal Movements and the 
Robots of the Future. By David Hu. 
Princeton University Press, Princeton, NJ, 
November 2018. 240 pages, $24.95.

Animals walk, run, swim, fly, glide, 
hover, slither, burrow, and swarm. 

They also regularly move material in and 
out of their bodies. How to Walk on Water 
and Climb up Walls, a new book by bio-
physicist David Hu of the Georgia Institute 
of Technology (Georgia Tech), describes 
the fascinating science behind the physical 
and biological principles of animal motion. 
Hu then links these actions to the engineer-
ing of robots that move in similar ways.

The book opens with Jerry, 
Hu’s girlfriend’s toy poodle, 
shaking himself dry after a 
bath. Jerry shakes about seven 
times per second and his shak-
ing generates forces up to 12 times gravity; 
in a fraction of a second, he can eliminate 
70 percent of the water in his fur. Hu—with 
help from his student, Andrew Dickerson—
built a wet dog simulator that spun a clip-
ping of Jerry’s hair. At both Georgia Tech 
labs and Zoo Atlanta, the pair took high-
speed films of creatures ranging from bears 
(which shake four 
times per second) to 
mice (which shake 29 
times per second).

Evolution has 
managed to design 
animals that exploit 
the subtlest properties 
of the media through 
which they move. 
Water striders, as 
their name suggests, 
are small insects that 
walk on water. They 
are light enough—
and their feet are 
long enough—for 
the surface tension to 
support them. If you 
blow on them gen-
tly, they simply glide 
along the water’s sur-
face. Understanding 
how they move 
and from where the 
traction comes was an enigma. Stanford 
University biophysicist Mark Denny dis-
covered that adult water striders create 
tiny waves in the water that provide the 
necessary propulsion. But the legs of infant 
insects are too small to generate the neces-
sary waves. The mystery of how they move 
is thus known among water-strider aficiona-
dos as “Denny’s Paradox.” As a project for a 
fluid mechanics course, Hu determined that 
another mechanism is involved; the infant 
water striders’ legs produce a tiny vortex 
in the water, the momentum of which is 
enough to push the insects forward. Armed 
with this knowledge, mechanical engineer 
Brian Chan built a water-strider robot1 from 
the aluminum in a soda can. He powered his 
robot with a thread from an athletic sock, 
which is also apparently a marvel of mod-
ern material design.

Hu proceeds to describe his work—and 
that of his students, teachers, and collabora-
tors around the world—with creatures of all 
kinds. He explains how snakes slither across 
a flat surface, how worms tunnel through 
mud, and how common sandfish (a type 
of lizard) burrow through sand. He details 
the flight mechanism in flying snakes and 
the altogether different flight apparatus in 
bumblebees. Hu explores how armies of 
ants utilize their own bodies to build bridges 
over gaps, and informs readers of the simple 
distributed feedback scheme that ants use to 
decide on bridge placement. He even con-
ducts comparative studies of urination times 

1 In this book, the word “robot” simply 
means a mechanical toy; there is no require-
ment that it must be controlled by a computer.

in different creatures and finds that they are 
remarkably constant — 10 to 30 seconds in 
a variety of animals, ranging from his infant 
son to elephants. Hu and his colleagues 
investigate the impact of eyelash length in 
clearing water from the eye (short lashes are 
much more effective than long lashes), and 
the role of shark scales in dictating swim-
ming patterns. They analyze the creation 
of different locomotion mechanisms that 
require the least energy, and research how—
in the right kind of current—a dead fish can 
“swim” using no energy at all.

These experiments involve both close 
interaction with all kinds of animals and 
a wide range of ingenious experimental 
devices and analytical techniques. Exploring 

worm motion requires a type 
of transparent mud, and study-
ing swimming creatures calls 
for dyed water. Hu and his 
colleagues utilize high-speed 

cameras and delicate motion detectors. 
They employ state-of-the-art computer 
simulation techniques to calculate the theo-
retical predictions of fluid and material 
mechanics, and compare these results to 
experimental findings. If a scientist can 
then build a physical robot using the same 
principles, they would have tangible confir-

mation of the theory’s 
accuracy (plus a very 
cool robot). Hu’s writ-
ing is chatty, entertain-
ing, gracious, and very 
clear. The book itself 
is amply illustrated 
with line drawings and 
a dozen color plates.

I find it hard to 
imagine a direction 
of scientific inquiry 
with more obvious 
natural appeal to the 
general public; Hu’s 
work perfectly fits 
the “Science is inter-
esting and fun!” cam-
paign that scientists 
eternally wage. I was 
therefore shocked—
though perhaps in 
hindsight I should not 
have been—to learn 
that Hu’s research has 

been singled out for mockery by the profes-
sional obscurantists who infest broadcast 
news and politics. Why, they cry, should 
public funds be spent calculating how long 
it takes elephants to pee? In 2016, Fox and 
Friends featured three of Hu’s projects on 
their “Wheel of Waste.” The very fact that 
this kind of work is so easily understood 
can become a club to beat it with (most 
scientific research is protected from this 
type of attack by the sheer difficulty of 
explaining what it is about). Even more 
depressing is the fact that—as Hu discusses 
towards the end of How to Walk on Water 
and Climb up Walls—scientists working 
in these areas often struggle to get institu-
tional support at universities or research 
labs for this type of interdisciplinary work. 
Perhaps for this reason, Hu’s last chapter is 
somewhat defensive in tone, laying out the 
potential impact of these studies for both 
medicine and robotics of all kinds. On the 
one hand, an enhanced understanding of 
human motion can lead to better diagnos-
tics (for example, physicians can diagnose 
Parkinson’s disease and similar ailments 
in part by measuring gait) and improved 
assistive devices, exercise apparatuses, and 
prosthetics. On the other hand, the best 
robot for many tasks is not one that walks 
like a person, but rather moves in one of the 
many ways that animals do.

Ernest Davis is a professor of computer 
science at New York University’s Courant 
Institute of Mathematical Sciences. His 
book with Gary Marcus, Rebooting AI: 
Building Artificial Intelligence We Can 
Trust, was published in September.

How to Walk on Water and Climb up 
Walls: Animal Movements and the Robots 
of the Future. By David Hu. Courtesy of 
Princeton University Press.

BOOK REVIEW
By Ernest Davis
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California Institute of Technology
Computing and Mathematical                  
Sciences Department

The Computing and Mathematical Sciences 
(CMS) Department at the California Institute 
of Technology (Caltech) invites applications 
for tenure-track faculty positions in all areas 
of applied mathematics, computer science, and 
related disciplines.  

Areas of interest include (but are not limited 
to) algorithms, data assimilation and inverse prob-
lems, dynamical systems and control, geometry, 
machine learning, mathematics of data science, 
networks and graphs, numerical linear algebra, 
optimization, partial differential equations, prob-
ability, scientific computing, statistics, stochas-
tic modeling, and uncertainty quantification.  
Application foci include computational physical 
and life sciences, distributed systems, economics, 
graphics, quantum computing, and robotics and 
autonomous systems. The CMS Department is 
part of the Division of Engineering and Applied 
Science (EAS), comprising researchers working 
in and between the fields of aerospace, civil, 
electrical, environmental, mechanical, and medi-
cal engineering, as well as materials science and 
applied physics. The institute as a whole repre-

sents the full range of research in biology, chemis-
try, engineering, physics, and the social sciences.

A commitment to world-class research, as 
well as high-quality teaching and mentoring, is 
expected, and appointment as an assistant profes-
sor is contingent upon the completion of a Ph.D. 
degree in applied mathematics, computer science, 
engineering, or the sciences. The initial appoint-
ment at the assistant professor level is four years 
and is contingent upon completion of a Ph.D. 
degree. Reappointment beyond the initial term 
is contingent upon successful review conducted 
prior to the commencement of the fourth year.

Applications will be reviewed beginning 
November 15, 2019, but all applications received 
before January 15, 2020 will receive full con-
sideration. For a list of required documents and 
full instructions on how to apply online, please 
visit https://applications.caltech.edu/jobs/cms. 
Questions about the application process may be 
directed to search@cms.caltech.edu.

Caltech is an equal opportunity employer and 
all qualified applicants will receive consideration 
for employment without regard to race, color, 
religion, sex, sexual orientation, gender identity, 
national origin, disability status, protected veteran 
status, or any other characteristic protected by law.

Send copy for classified advertisements and announcements to marketing@siam.org. 
For rates, deadlines, and ad specifications, visit www.siam.org/advertising.

Students (and others) in search of information about careers in the mathematical 
sciences can click on “Careers” at the SIAM website (www.siam.org) or proceed 

directly to www.siam.org/careers.

Professional Opportunities 
and Announcements

The Inequality 

Consider an asymmetric U-tube — two 
cylinders connected by a thin tube, as in 
Figure 1. As I depress the water in the right 
arm (using a piston, for example), I increase 
the water’s potential energy.1 Translated into 
algebra, this becomes the Cauchy-Schwarz 
inequality, as I will now demonstrate.

The potential energy of a cylindrical 
column of water of height h  and radius r  
equals the weight times the height h /2  of 
the center of mass, i.e.,

           
kr h2 2

,

where k g= πρ / .2  Here, ρ  is the water’s 
density and g  is the gravitational accel-
eration. From here on, we choose units in 
which k =1.

1 Potential energy increases precisely by the 
amount of work done to overcome the hydro-
static pressure; friction is of course ignored.

The Cauchy-Schwarz Inequality and a Paradox/Puzzle
height of the water—i.e., the height of the 
center of mass—does not change, and nei-
ther does the potential energy.

But this contradicts the earlier argu-
ment, as well as the following thought 
experiment. Instead of depressing the 
column, cut a cylinder of water off of 

the column’s top and place 
this cylinder on top of the 
other column, thus achieving 
exactly the same configura-
tion as when using a piston. 
Since the work done by lift-
ing the cylinder is positive, 

so is the change in potential energy.
I offer the question in the caption of 

Figure 2 as a puzzle.

The figures in this article were provided 
by the author.
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Mark Levi (levi@math.psu.edu) is a pro-
fessor of mathematics at the Pennsylvania 
State University.

The new potential energy in Figure 1b 
is greater: 

                          (1)      
            

Σ Σr h r h2 2 2 2≥ ( ) ,

 
 

where the subscripts k =1 2,  are dropped 
and where h r h r= Σ Σ2 2

/  is the average 
level in Figure 1a. Substituting 
this value of h  into (1) gives

     
  
( )( ) .( )Σ Σ Σr h r r h2 2 2 2 2≥

 
             (2)

This is the Cauchy-Schwarz inequality in 
disguise: setting rh x= ,  r y=  implies 
r h xy2 =  and turns (2) into 

  
       ( )( ) ( ) .Σ Σ Σx y xy2 2 2≥     (3)

This works verbatim for sums of any num-
ber n  of terms; one just needs to have n 

cylinders instead of only two [1]. 

A Paradox
Consider a symmetric U-tube 

with water at rest, as in Figure 2. 
Using a piston, I push the right 
column of water down; the left 
column will rise by an equal 
amount. As much water goes 
down as up, and by the same 
distance. Therefore, the average 

MATHEMATICAL 
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Figure 1. Potential energy P Pb a( ) ( )
;≥  this is equiva-

lent to (3).

Figure 2. When I push the water down in 
one arm of the tube, just as much water 
moves up the other arm, and by the same 
distance. In other words, the average verti-
cal displacement is zero. The height of the 
center of mass thus remains unchanged. 
Where is the mistake in this short argument?

The SIAM Science Policy Fellowship 
Program trains postdoctoral research-
ers and early-career mathematicians 
to advocate for federal investments in 
applied mathematics and computational 
science. To learn more, visit https://
www.siam.org/students-education/
programs-initiatives/siam-science-
policy-fellowship-program. 

Applications are due November 25.

SIAM Science Policy
Fellowship Program



12 • November 2019 SIAM NEWS 

By Srikara Pranesh

Floating-point arithmetic is fundamental 
to scientific computing and lies at the 

heart of almost all numerical computations. 
The 1985 IEEE standard 754 for floating-
point arithmetic marked the end of a turbu-
lent period in scientific computing, during 
which vendors had their own implementa-
tions of floating-point arithmetic. All hard-
ware vendors gradually adopted the IEEE 
standard of single and double precisions.

Until recently, the landscape of floating-
point arithmetic—following employment 
of the IEEE standard—largely remained 
the same. However, hardware continually 
advanced to achieve higher performance, 
and numerical libraries evolved to efficient-
ly use the hardware. Jack Dongarra and his 
colleagues [4] demonstrated this progres-
sion for singular value decomposition and 
deduced that communication is far more 
expensive than computation. Therefore, 
algorithms that minimize communication 
at the expense of increased computation are 
the norm; numerical libraries like PLASMA 
[5] are based on this philosophy. One thing 
that remained consistent during all of these 
developments was the floating-point for-
mats, and this was about to change.

The 2008 revision of the IEEE 754 stan-
dard introduced half precision (or fp16) as 
a storage format. This was meant to reduce 
the cost of data movement, as it is cheaper 
to move 16 bits of data than 32 or 64 bits. 
However, once half precision was deemed 
sufficient for deep learning applications, 
researchers began using fp16 for computa-
tion, with a natural extension of the arithme-
tic rules. Half precision is now available on 
the NVIDIA P100 (2016) and V100 (2017) 

Low Precision Floating-Point Formats:  
The Wild West of Computer Arithmetic

erators, over 73 percent of which use GPUs 
that support fp16.3 Multiprecision comput-
ing units called matrix units (MXU), which 
operate on 128 128×  matrices, are present 
in Google TPUs as well. However, Google 
TPUs are not commercially accessible, 
and details of MXU computation are not 
publicly available.

With regard to future machines, the 
Japanese Fugaku exascale machine will 
be based on the A64FX ARM processor 
with fp16 support. The Frontier exascale 
machine—to be installed at ORNL—will use 
AMD GPUs, which support fp16.4 In short, 
GPUs and low-precision formats are here to 
stay and have transformed the friendly neigh-
bourhood of floating-point arithmetic into 
the Wild West. Development of algorithms 

that can exploit these new floating-point for-
mats is therefore of great interest.

In the field of numerical linear algebra, 
Erin Carson and Nicholas Higham have 
proposed an algorithm for the solution of 
a linear system of equations that is given 
in double precision using fp16 [2]. They 
perform lower-upper (LU) factorization in 
fp16 and solve the update equation of itera-
tive refinement via the generalized mini-
mal residual method (GMRES), with the 
low-precision LU factors as precondition-
ers. A speedup of up to four over-highly-
optimised libraries using the tensor cores of 
NVIDIA V100 has been demonstrated [6]. 
The algorithm achieved a performance of 
445 petaflops—almost three times that of an 
optimised double-precision solver—when 
solving a dense linear system of 10 million 
equations at scale on the Summit machine. 

Several matrices appearing in actual appli-
cations have entries that exceed the overflow 
limit of fp16. For example, many metals’ 
modulus of elasticity is ( ).10

9  To address 
this issue, researchers have proposed a scal-
ing algorithm with application to the solution 
of a linear system [8]. Even with the enor-
mous computing power already available, it 
is still impossible to run very high-fidelity 
simulation models in climate studies, which 
can predict the extent of the effects of glob-
al warming [10]. Therefore, scientists are 
contemplating multiprecision ideas to solve 
climate models of higher fidelity [3]. To 
enhance the speed of Monte Carlo simula-
tions, researchers are considering represent-
ing the samples in low precision, with appli-
cations in Ising models [13] and finance [1].

Higham wrote about the challenges and 
potential benefits of multiprecision algo-
rithms in a previous issue of SIAM News 
[7]. The two years since his article have 
seen further changes in the landscape of 
floating-point arithmetic because of archi-
tectural advancements like tensor cores. In 
2005, Herb Sutter announced the advent of 
multicore architectures and proclaimed that 
“the free lunch is over” [11]. The onset of 
hardware that supports low precision marks 
the end of yet another free lunch, as new 
algorithms—rather than software optimi-
sation—are the key to extracting benefits 
from such hardware.
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graphics processing units (GPUs), as well 
as the AMD Radeon Instinct MI25 GPU 
(2017). Although fp16 offers massive speed-
ups, the maximum value it can represent is 
approximately 65,500, thus making overflow 
very likely. To address this issue, Google 
proposed an alternative half-precision format 
called the bfloat16.1 Properties of fp16 and 
bfloat16 are displayed in Table 1.

The range of bfloat16—the format cur-
rently used in Google tensor processing 
units (TPUs)—is similar to single preci-
sion but has a lower precision than fp16. 
Intel will support bfloat16 in its upcom-
ing Nervana Neural Network Processor 
and Cooper Lake processors. To further 
accelerate deep learning applications, an 
eight-bit floating-point format is also under 
consideration [12]. Additionally, research-
ers are contemplating nonstandard rounding 
modes—such as stochastic rounding—to 
enhance computational accuracy with these 
low-precision formats [9]. Another interest-
ing technological innovation is the block-
fused multiply-add unit, which can perform

  C A B A B C n n� � � �, , , 
  (1)

in a single clock cycle with one rounding 
error for some specific value of n.  This 
feature is already available in the tensor 
cores of NVIDIA V100 (where n = 4). The 
Summit machine at Oak Ridge National 
Laboratory (ORNL), which leads the latest 
Top500 lists,2 comprises 27,000 V100s and 
has achieved an exaop performance using 
the tensor cores. Furthermore, 133 systems 
in the June 2019 Top 500 list employ accel-

1 https://en.wikipedia.org/wiki/Bfloat16_
floating-point_format

2 https://www.top500.org

Table 1. Parameters for bfloat16, fp16 arithmetic, to three significant figures: unit roundoff 
u,  smallest positive (subnormal) number xs

min
,  smallest normalized positive number x

min
,  and 

largest finite number x
max
. Intel’s bfloat16 specification does not support subnormal numbers.

science. The awardee delivers a plenary 
lecture at the biennial SIAG/DS conference.

The J.D. Crawford Prize was created 
in honor of John David Crawford, a co-
organizer of DS95, for his contributions 
to the physics of collisionless plasmas and 
pattern formation. The prize recognizes one 
individual for his/her recent outstanding 
work on a topic in nonlinear science. Table 
3 (on page 9) lists recipients of both prizes.

In addition, SIAG/DS presents the Red 
Sock Award4 for the best poster presenta-
tions by students or postdoctoral researchers 
at Snowbird. Four awards of equal merit are 
made at the end of each meeting. The prize 
honors James A. Yorke, and each winner 
receives a pair of red socks. 

4 https://www.siam.org/prizes-recognition/
activity-group-prizes/detail/siag-ds-red-sock-
award

Outlook
It takes a while to get to know the posi-

tives and negatives of any place, so we’ll 
keep our fingers crossed for DS21. We hope 
that the new Portland venue will provide 
some of the intimacy and attendee acces-
sibility that Snowbird has delivered for the 
past 27 years. Those of us who have attend-
ed multiple Snowbird meetings will remain 
grateful for having had that opportunity.

Hans Kaper, founding chair of the SIAM 
Activity Group on Mathematics of Planet 
Earth and editor-in-chief of SIAM News, 
is affiliate faculty in the Department of 
Mathematics and Statistics at Georgetown 
University. He is a former chair of the 
SIAM Activity Group on Dynamical Systems  
(SIAG/DS). Marty Golubitsky is a distin-
guished professor of mathematics at the 
Ohio State University. He is a past president 
of SIAM, the founding editor-in-chief of 
the SIAM Journal on Applied Dynamical 
Systems, and a former chair of SIAG/DS.

The Cliff Lodge at the Snowbird Ski and Summer Resort in the Wasatch Range of the Rocky 
Mountains outside of Salt Lake City, Utah. For the past 27 years, the SIAM Conference on 
Applications of Dynamical Systems took place at this venue. Photo courtesy of Hans Kaper.

Snowbird
Continued from page 9

#GivingTuesday is December 3rd, 
and SIAM is proud to participate in this 
global celebration of giving. We are 
grateful for each and every donation to 
our cause of promoting applied math-
ematics and computational science. 

Learn more about donating to SIAM. 
Your donation supports our mission 
to further research and education, 
and advance the application of math-
ematics to science and industry. Visit
givingtuesday.org for more informa-
tion about this international movement.
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