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Mathematical Framework Explains 
Evolutionary Dynamics of Behavior
By Lakshmi Chandrasekaran

I f a ninespine stickleback fish could 
choose between a diet that was rich or 

poor in nutrients, what would it pick? A 
2010 study found that these fish tend to 
copy each other when choosing a meal, opt-
ing for the feeder at which other fish have 
already foraged [3]. A 2018 mating experi-
ment with fruit flies revealed similar social 
behavior [1]. The male flies were artificially 
colored pink or green, and a set of female 

flies watched other females choose their 
male partners; the females tended to prefer 
the same males that were previously select-
ed, even if the colors were reversed. Such 
behavior, known as conformity, is defined as 
the tendency to copy the majority opinion.

Humans exhibit conformity as well. Our 
numerous decisions throughout the day—
such as what and how much food to eat, 
when to go to bed, and whether to pur-
chase a particular product—often reflect 
the behavior of the majority. “Let’s say 

that you want to choose between two res-
taurants, and you notice that more people 
are going to one of them,” Kaleda Denton, 
an evolutionary biologist at the Santa Fe 
Institute, said. “You might think that’s a 
better restaurant, even if the other one has 
equally good reviews.”

The opposing behavior, called anti-confor-
mity, involves going against popular conduct 
— such as picking a unique baby name to 
stand out. “These processes balance the need 
for stability and adaptability within popula-

tions,” Aviv Bergman, a professor at the 
Albert Einstein College of Medicine, said.

Previous mathematical models of confor-
mity have often focused on discrete deci-
sions (e.g., choosing between two feeders or 
several products), wherein the most popular 
decision is simply the most common one. 
In the case of continuous decisions (e.g., 
selecting a level of behavior on a spectrum), 
conformity is sometimes defined as a prefer-
ence for the population’s “mean” behavior. 

Figure 1. Probability density that an individual will adopt a continuous cultural variant based on a role model sample, with k =2 and either conformity (dk( ) .x = 0 9 for 1a and 1b) or anti-conformity 
(dk( ) .x =−0 9 for 1c and 1d). The black triangles and dashed lines indicate the sample of n =6 role models with variants x =( . , . , . , . , . , . ).0 1 0 15 0 25 0 6 0 7 0 9  Given this sample, the curves show 
the probability density for a single individual to adopt a variant; s= 0 1.  for 1a and 1c and s= 0 05.  for 1b and 1d. Traits that are clustered together more closely have a higher probability of selec-
tion with conformity and a lower probability with anti-conformity. Figure adapted from [2].

See Dynamics of Behavior on page 3

Evaluating the Good and Bad of Artificial 
Intelligence Tools for Climate Research
By Matthew R. Francis

Climate change—intertwined with habi-
tat loss, resource extraction, and power 

usage—is arguably the single biggest issue 
that humanity faces today. Researchers are 
contemplating all available tools—includ-
ing machine learning, a term that is often 
used interchangeably with artificial intel-
ligence (AI)—to model, mitigate, and 
otherwise prepare for impending crises. 
However, no one approach is a panacea; 
scientists who utilize these tools must sort 
through legitimate use cases, unnecessary 
deployments, and broader questions about 
AI’s positive and negative effects on the 
future of the planet.

“AI can be a powerful tool for climate 
action,” Priya Donti of the Massachusetts 
Institute of Technology said. “[It] enables 

us to get better foresight on renewable ener-
gy; optimize things like heating and cooling 
systems; and accelerate the scientific dis-
covery and creation of clean technologies, 
such as next-generation batteries.”

During her presentation1 at the 2025 
American Association for the Advancement 
of Science (AAAS) Annual Meeting,2 
which took place this past February in 
Boston, Mass., Donti described the delicate 
balance between AI’s climate benefits and 
its serious ecological drawbacks. “AI is 
used in ways that accelerate emissions-
intensive applications that are counter to 
climate progress,” she said, citing its role 
in fossil fuel exploration and extraction, as 

1  https://aaas.confex.com/aaas/2025/
meetingapp.cgi/Paper/33562

2  https://www.aaas.org/events/2025-aaas-
annual-meeting

well as the widespread adoption of targeted 
AI-based advertising that increases con-
sumption and carbon footprint.

In an AAAS session about AI in the era 
of climate change,3 Donti’s fellow present-
ers discussed specific issues with AI in 
primarily nonscientific contexts that are 
nonetheless relevant to all questions that 
surround AI’s application to climate change 
and other ecological and conservation-relat-
ed matters. Specifically, they asked the 
audience to consider the balance between 
urgent climatological needs and concerns 
about access to data, algorithms, and natural 
resources. In other words, does the need for 
AI in climate settings outweigh the draw-
backs? The answer, as always, is that the 
situation is complicated.

AI Helping Hand
Naturally, not all AI is created equal. For 

instance, generative AI chatbots and con-
tent generators—systems that scrape con-
tent from the internet to produce derivative 
text, images, or video—are in a fundamen-
tally different class than specific scientific 
applications. This necessary distinction 
allows scientists to specify the benefits of 
AI for climate research [1].

Donti co-founded the nonprofit Climate 
Change AI4 with Lynn Kaack of the Hertie 
School in Berlin and David Rolnick of 
McGill University and Mila – Quebec AI 
Institute,5 based on the notion that the prop-
er use of AI can benefit the planet. Beyond 
the application of machine learning to vari-
ous problems in energy generation and 
transmission, the organization also seeks 
to ensure that the models themselves align 
with appropriate values. In other words, 
Donti and her colleagues aim to develop 
and utilize efficient algorithms and foster 

3  https://aaas.confex.com/aaas/2025/
meetingapp.cgi/Session/34327

4  https://www.climatechange.ai
5  https://mila.quebec/en

Figure 1. Breakdown of the contributions to greenhouse gas (GHG) emissions from the 
information and communications technology (ICT) sector in 2020, with a focus on the specific 
impacts due to artificial intelligence (AI). The share of impacts from AI has grown in the inter-
vening years, though a lack of transparency on the part of AI and utility companies makes it 
difficult to gauge the precise contribution to climate change. Figure courtesy of [2].

See Climate Research on page 4
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5 	 CSE25 Panel Considers the 
Fair and Responsible Use 
of Artificial Intelligence

	 In light of the growing preva-
lence of artificial intelligence 
(AI) in the workforce, practitio-
ners are striving to understand 
the technology’s explainability, 
fair and responsible deploy-
ment, and theoretical underpin-
nings. During the 2025 SIAM 
Conference on Computational 
Science and Engineering, a 
panel of seasoned researchers 
from academia and healthcare 
shared their perceptions of AI’s 
current and future trajectory.

7 	 Measuring Paper Thickness
	 After toying with some paper 

sheets, Mark Levi posed the 
following question: Given 
only two identical sheets of 
paper and a tape measure, how 
can one estimate the paper’s 
thickness while ensuring that 
it remains undamaged and 
indistinguishable from its 
original state? Levi outlines 
the steps towards a solution 
and uses visuals to offer proofs 
for circular arcs, arbitrary 
arcs, and general curves.

8 	 Mathematics in Action: 
Launching the Loyola 
University Chicago SIAM 
Student Chapter

	 Loyola University Chicago has 
officially established a new 
SIAM student chapter that 
serves as a platform for mem-
bers to engage with applied 
mathematics and computational 
science. Lily Ingram, Anaum 
Chaudhry, and Sarah Riaz over-
view several exciting events 
from the 2024-2025 academic 
year, including a chapter visit 
from then-SIAM President Sven 
Leyffer, a collaborative Pi Day 
celebration, and an outing to 
Argonne National Laboratory.
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Ohio High Schoolers Awarded First Prize for Models 
of Heat Waves and Climate-driven Power Outages
SIAM’s M3 Challenge 2025 Explores Residential Temperature Trends
By Lina Sorg

2024 was the Earth’s warmest year on 
record, with global temperatures that 

exceeded the preindustrial average by 2.63 
degrees Fahrenheit [1]. As temperatures 
around the world continue to climb in 
response to climate change, humanity must 
contend with a variety of troubling new 
weather phenomena — from melting polar 
ice and rising sea levels to droughts, cata-
strophic storms, and declining biodiversity. 

One particularly dangerous consequence 
of global warming is the heightened inci-
dence of heat waves: periods of dangerously 
hot weather that last for multiple days [4]. 
For more than 60 years, the frequency, 
duration, and intensity of U.S. heat waves 
has steadily increased [3]. These episodes 
disrupt the livelihoods and wellbeing of 
communities by overburdening healthcare 
organizations, emergency services, and 
energy providers — the latter of which 
leads to widespread power outages as the 
electrical grid struggles to accommodate the 
energy demands of air conditioning systems 
and other cooling measures [2]. Without 
electricity, homes fail to stay cool and criti-
cal infrastructure—businesses, transporta-
tion networks, hospitals, etc.—struggle to 
maintain operation. Such detrimental out-
comes are exacerbated in urban areas in part 
due to the urban heat island effect [4].

Given the extensive societal repercus-
sions of heat waves, this year’s MathWorks 
Math Modeling Challenge1 (M3 Challenge) 
focused on rising temperatures and ener-
gy usage during major heat events. M3 
Challenge, a program of SIAM with 
MathWorks2 as its title sponsor, is an 
annual internet-based mathematical model-
ing competition for 11th and 12th grade 

1  https://m3challenge.siam.org
2  https://www.mathworks.com

students in the U.S. and sixth form stu-
dents in England and Wales. There are no 
registration fees, and participating teams 
of three to five individuals vie for over 
$100,000 in scholarship funds. During 
“Challenge Weekend,” the teams down-
load the real-world Challenge problem and 
have 14 consecutive hours to address the 
prompt with math modeling and produce a 
20-page report that justifies their findings. 
120 Ph.D.-level applied mathematicians 
then evaluate the papers during a triple-
blind judging process, ultimately selecting 
nine finalist teams. On April 28, the 2025 
finalists traveled to New York City and pre-
sented their solutions to a panel of judges at 
Jane Street, a quantitative trading firm.

“Nearly 800 teams submitted completed 
papers for review this year,” SIAM chief 
executive officer Suzanne Weekes said dur-

ing her remarks at the Final Event in New 
York City. “The papers of the teams in 
this room were read by between 15 and 18 
professional mathematicians and subject to 
intense and sometimes heated evaluations.”

Jen Gorman of Lake Superior State 
University, Chris Musco of New York 
University (an M3 Challenge 2008 final-
ist himself), and Neil Nicholson of the 
University of Notre Dame—all mem-
bers of the M3 Challenge Development 
Committee—authored this year’s problem 
on heat waves. “We felt that the topic was 
both timely from an environmental point 
of view and impactful from a social point 
of view,” Nicholson said. “We were seeing 
heat-related stories more and more in the 
national news, and those were often accom-
panied by social impacts. I really like how 
this question had a quantitative model and 
a broad social science modeling question.”

The 2025 problem statement3 involved 
three components. First, participants were 
asked to develop and test a model to predict 
the indoor temperature of any non-air-con-
ditioned dwelling over a 24-hour period in 
Memphis, Tenn., or Birmingham, England. 
They next had to create a model to estimate 
the peak demand for their city’s power grid 
during the summer months in both 2025 and 
2045. Finally, teams generated and justified 
a vulnerability score for multiple neighbor-
hoods to help policymakers equitably allo-
cate resources and minimize the effects of a 
heat wave and/or power grid failure.

“Climate change presents complex, data-
rich challenges that are deeply interdisci-
plinary, making it an ideal topic for math-
ematical modeling,” said assistant profes-
sor Yuki Miura of New York University’s 
Tandon School of Engineering, who spoke 
at the Final Event. “Forecasting atmospher-
ic phenomena requires very complex mod-
els with a lot of computation effort, and 
modeling socioeconomic impacts that are 
triggered by extreme weather requires com-
plex mathematical models. Anticipating 
these risks is essential to safeguard lives 
and build infrastructure that can withstand 
a changing climate.”

This year’s first-place team hailed from 
Mason High School in Mason, Ohio, 
and included Aneesh Iyer, Ramya Rajan, 
Raymond Shao, Vivian Tang, and Mingjia 
Zhang. To address the initial part of the 
Challenge problem, the group constructed 
a physical differential equation model—
comprised of both a sinusoidal and qua-
dratic model—to predict the indoor tem-
perature of a non-air-conditioned home 

3  https://m3challenge.siam.org/resources/
archives/2025-year-at-a-glance/2025-problem-
hot-button-issue

During the MathWorks Math Modeling Challenge 2025 Final Event, which took place on April 
28 at Jane Street in New York City, Ramya Rajan from Mason High School in Mason, Ohio, 
explains her team’s winning solution to a panel of judges. Teammate Mingjia Zhang looks on 
in the background. SIAM photo.

The 2025 MathWorks Math Modeling Challenge (M3 Challenge) first-place team from Mason 
High School in Mason, Ohio, earned $20,000 in scholarship funds for their impressive models 
of residential temperature trends and energy usage during heat waves. They presented their 
winning solution at the M3 Challenge Final Event, which took place at Jane Street in New 
York City on April 28. From left to right: students Ramya Rajan, Raymond Shao, Vivian Tang, 
Aneesh Iyer, and Mingjia Zhang. SIAM photo.

See Heat Waves on page 6
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Dynamics of Behavior
Continued from page 1

This approach works well if popular traits 
indeed reflect the mean, such as working 
hours or food portion sizes. However, the 
mean may not correctly indicate popularity 
in scenarios where beliefs are polarized to 
either end of a spectrum. For example, if 
half of a population holds political views 
on the far left and half prefers the far right, 
the mean is in the center — which does not 
correspond to any popular view. So, how 
can we surpass the simple conclusion that 
the mean is the most popular?

Denton and her colleagues Elisa Heinrich 
Mora, Michael Palmer, and Marcus 
Feldman of Stanford University address 
this open question in a recent study [2]. 
Building upon existing models, they pres-
ent an enhanced mathematical framework 
that enables a nuanced exploration of the 
spread of cultural phenomena—like traits 
and beliefs—within a population. Unlike 
earlier models that assume discrete traits 
(i.e., variants), the new model incorporates 
a continuous range of traits.

Rather than define conformity as a pref-
erence for the mean cultural variant, the 
researchers view it as a preference for cultur-
al variants that are most similar to each other 
(i.e., cluster together). “[This] work active-
ly redefines how individuals interpret and 
respond to social information,” Bergman, 
who was not associated with the study, said.

The collaborators consider a population 
of N  individuals, each of whom possesses 
a cultural variant that is represented by a 
value from 0 to 1. Members of this popula-
tion reproduce and generate a total of N  
offspring who each independently acquire a 
cultural variant under certain assumptions. 
First, every offspring randomly samples n 
role models from the previous generation. 
The offspring use these role models to cre-
ate a probability distribution based on their 
levels of conformity, anti-conformity, or a 
neutral type of decision-making; this custom-

ized probability distribution then allows each 
offspring to adopt its own cultural variant. As 
the offspring become the new adult popula-
tion in each generation, the steps repeat.

Given a sample of n role models, 
x=( , , ... ),x x x xn1 2 3

 is the range of all sam-
pled variants. If xi is one such variant, it will 
have a probability of 

				     (1)
   P x n

g d

nk i
i k k( | )
( ) ( )

.,x
x x

= +
1

Here, dk( )x  is a constant for a given role 
model sample x, k is a parameter that cal-
culates variants’ distances from each other, 
and g captures the popularity of xi . If xi is 
popular, then it is more densely clustered 
near other variants than average and gi k, ( )x  
is positive. If xi is unpopular, it is further 
from the other variants than average and 
gi k, ( )x  is negative.

When conformity is present, dk( )x  is 
positive. If gi k, ( )x  is also positive, then the 
probability of trait adoption is greater than 
1
n , i.e., P xk i n( | ) .x > 1  For anti-conformity, 

dk( )x  is negative and the reverse should be 

true, such that P xk i n( | )x < 1  if xi is popu-
lar. The more densely clustered (popular) 
variants should thus be adopted with a 
probability that is smaller than 1n , as anti-
conformists do not amplify popular variants 
(see Figure 1, on page 1).

In the instance of random copying—
when neither conformity nor anti-confor-
mity is present—the conformity coefficient 
dk( ) .x = 0  Here, P xk i n( | ) ,x = 1  implying 
that each of the n randomly sampled role 
models’ cultural variants is selected with an 
equal probability of 1n .

Once an individual chooses a cultural 
variant xi from their sample of role models 
based on the probability in (1), xi becomes 
the mean of a normal distribution with stan-
dard deviation s. This parameter s intro-
duces error into the model; if s is not zero, 
then one may not copy the exact value of xi .

To measure a variant’s popularity, the 
researchers introduce a metric called k-dis-
persal that considers a variant’s distance to 
its k  closest neighbors. For example, imag-
ine the hair length in inches of five different 
people: x =( , , . , , ).5 12 12 5 13 20  The first 
and last variants of 5 and 20 inches are more 
dispersed from the other variants compared 
to the three middle values.

Consider a function fi k, ( ),x  where f  mea-
sures a given variant’s distance from the 
rest of the sample. A variant’s k-dispersal 
is denoted by fi k, ( ),x  and the average k-dis-
persal of all variants in the sample of n role 
models is f f n

k i ki

n
( ) ( )/ .,x x=

=∑ 1
 Then, the 

value of gi k, ( )x  is positive and variant xi is 
popular if it is less dispersed than average—
that is, f fi k k, ( ) ( )x x< —and vice versa.

The below equation captures positive g:

		       
if		            
f jj k, ( )x > ∀0 	g

f

zi k
i k

z
,

,

II

( )
[ ( )]

x
x

=
∈

−

−

Σ 1

1

  
		     and		   (2)
  
  f z z fi k k, ( ) II, II { : ( )}.x x∈ = < <0

Group II { : ( )}= < <z z f
k

0 x  consists of 
dispersal values fj k, ( )x  in x that are lower 
than average but not zero. Here, xi is closer 
to others (and thus more popular) than the 
average dispersion of variants. If we plug 
(2)—i.e., a positive value of g—into (1) 
along with conformity (i.e., dk( )x >0), the 
probability of adopting the cultural variant 
is higher than the baseline probability of 1n .

If the reverse is true and the dispersal 
value fi k, ( )x  for xi is higher than the aver-
age dispersal, then this quantity is captured 
in Group I { : ( )}.= >z z fk x  In this sce-
nario, g  is negative:

		       
         g

f

zi k
i k

z
,

,

I

( )
( )

x
x

=−
∈Σ

    if

				     (3)
   f z z fi k k, ( ) I, I { : ( )}.x x∈ = >

When dk( )x >0 and we insert negative g 
from (3) into (1), it produces a probabil-
ity value that is less than 1n . Despite the 
presence of conformity, the variant is not 
popular and hence will not be amplified. As 
an example, (2) does not hold if some cul-
tural variants in the sample are identical (i.e., 
fi k, ( )x = 0). And if m cultural variants have 
k-dispersals of zero in this instance, then they 
each have the same g value of 1/ .m

When a trait’s dispersal exactly equals 
the average dispersal, there is no basis as to 
whether it should be amplified. As a result, g 
becomes zero:

  gi k, ( )x = 0   if   f fi k k, ( ) ( ).x x=        (4)

Plugging (4) into (1) yields a probability of 

adopting that view of just 1n . 
“This work opens new paths for empiri-

cal research on real-world populations and 
sets the stage for more sophisticated models 
of collective behavior, cultural change, and 
adaptation,” Bergman said.

While these equations describe an indi-
vidual’s adoption of a cultural variant, 
numerical simulations provide insights for 
a scaled population model. Figure 2 depicts 
trait distributions in a population of 10,000 
individuals—each of whom selects traits 
from their own sample—that is simulated 
over 100 generations.

Given high conformity (top two rows of 
Figure 2) and relatively low s, the popula-
tion distributions seem to peak around the 
center of the trait distribution. This out-
come implies that conformity sometimes 
incentivizes individuals to become more 
similar to the population mean, with lower 
population-level variance. As expected, 
increasing s (left to right in any row of 
Figure 2) has a smoothing effect on distri-
butions, whose peaks may fall to the left or 
right of the center.

Surprisingly, this study found that con-
formity does not necessarily lead to a 
homogenous population. While prior mod-
els identified a conformist’s ideal trait 
value as the mean trait value in a popula-
tion, Denton et al.’s model instead focuses 
on variant popularity. This new framework 
allows the researchers to define confor-
mity as a disproportionate tendency to 
adopt a more clustered cultural variant (as 
opposed to the mean), and anti-conformity 
as the opposite tendency. For instance, 
Figure 2 illustrates a range of different cul-
tural variant distributions, from narrow to 
broad. Unexpectedly, the group also found 
that high levels of anti-conformity cause 
a buildup of trait values near the edges, 
constituting high polarization. “This link 
between [conformity and homogeneity] is 
more nuanced than we thought,” Denton 
said. “It depends on how you define the 
parameters in the model.”

In the future, one could expand this model 
to incorporate personal beliefs. Extending 
the theoretical results to real-life population 
datasets could also yield further insights 
into the evolutionary dynamics of biases.
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Figure 2. The effect of conformity and standard deviation on the trait distribution of the simu-
lated population after 100 generations. Figure courtesy of [2].
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Climate Research
Continued from page 1

collaborations that include people whose 
lives are most affected by the research.

“We started Climate Change AI not 
out of the belief that AI will solve every 
problem in climate—nor that it’s best 
suited for any problem—but out of the 
belief that there are places where AI is 
useful,” Donti said. “There’s a huge talent 
pool that is worth mobilizing to actually do 
that. In finding that community, you can 
take action on this issue.”

Donti’s AAAS co-presenter Elke Weber, 
a psychologist at Princeton University, 
agreed. She affirmed that AI can help 
identify rational climate interventions, thus 
aiding the decision-making process for 
nonscientists and promoting a sense of 
community. Weber considers this capa-
bility to be especially important in the 
U.S., noting that American society often 
places the burden of climate mitigation on 
individuals rather than collaborations and 
emphasizes single-action solutions over 
long-term acts on multiple fronts.

Stealing Water to Green the Grid
At the same time, even well-intentioned 

AI can be troublesome. All large-scale 
computations require energy, water to cool 
the computers, and natural resources to 
manufacture processors and other physi-
cal devices. In 2020, roughly 1.4 per-
cent of global greenhouse gas emissions 
originated from the computing sector — a 
statistic that includes energy consumption 
and resource usage for building and opera-
tions (see Figure 1, on page 1) [2]. The 
creation and deployment of increasingly 
more computers will not solve the climate 
crisis if they simultaneously exacerbate the 
problem. Many data centers are located 
in water-stressed environments, so even 
those that utilize solar energy still consume 
other scarce resources.

As Eric Masanet of the University of 
California, Santa Barbara, pointed out dur-
ing his AAAS talk, data centers had been 
becoming more energy and resource effi-
cient until AI and cryptocurrency reversed 
that trend. However, actual usage data is 
incomplete due to the lack of transparency 
from utility and AI companies alike. One 
issue is that even “green” AI centers may 
still use fossil fuels while making promises 
to switch to renewables or nuclear power in 
the future [5, 6]. Masanet remarked that we 
do not yet know whether AI will help the 
world achieve net-zero carbon emissions 
or accelerate climate change, and Donti 
echoed those comments [3].

“It’s great that there’s more clean elec-
tricity on the grid, but none of our global 
decarbonization pathways account for an 
unlimited increase in the amount of elec-
tricity that we as a society are using,” Donti 
said. In other words, adding more energy to 
the existing grid without addressing ques-
tions of efficiency does not reduce carbon 
emissions, which is the single most impor-
tant factor in combatting climate change.

Cloud computing is another subtle issue 
that is associated with energy use in AI 
and other large-scale computations. For 
example, recent studies have found that 
cloud computing—which moves actively-
running programs from local machines to 

distributed computers, perhaps in quite dis-
tant locations—adds hidden energy costs 
while bypassing some greenhouse gas 
regulations [4]. Again, transparency is key 
when accounting for actual consumption; 
current levels of ambiguity lead to genuine 
complaints of “greenwashing,” i.e., pre-
tending that something is more ecologically 
friendly than it actually is.

Hope, Despair, Doom, and Optimism
All three speakers acknowledged that 

none of these problems are specific to 
climate-centric AI applications. However, 
practitioners must remain aware of them if 
they wish to refrain from contributing to the 
same issues that they are trying to address.

On the technical side, Donti and her col-
leagues frequently use an older style of AI 
computation that begins with established 
physics-based models. In contrast, most 
contemporary efforts rely on more general 
machine learning algorithms that attempt 
to deduce a model from training data — a 
technique that is far less efficient in terms 
of the amount of necessary starting data 
and the energy consumption of the compu-
tations. Simply put, “smaller” thinking is 
not always a drawback when the goal is to 
improve both the scientific results and the 
underlying processes.

Weber also noted that generative AI 
chatbots and search engine insertion “sum-
maries” from Google, X, and other online 
sources actively spread climate change mis-
information and conspiracy theories. She 
advocated for a greater use of qualitative 
data and more input from fellow social sci-
entists — a group whose expertise is often 
ignored in conversations on this topic.

Even more importantly, the three speakers 
collectively agreed that researchers who use 
AI to study climate change and mitigation 
tactics must consider vulnerable populations 
in their efforts, given that climate change 
disproportionately affects the people who 
are least likely to be consulted on questions 
about energy use, environmental impact, 
and so forth. Outreach, education, collabo-
ration, and a heightened emphasis on social 
justice can all help increase representation.

In the end, AI is a tool that can be put 
to good or bad uses. Because its current 
implementation generally does not favor the 
climate, practitioners who utilize the tech-
nology must be especially cognizant of its 
drawbacks, not just its advantages.
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CSE25 Panel Considers the Fair and	
Responsible Use of Artificial Intelligence
By Lina Sorg

As the broadening impacts of artificial 
intelligence (AI) percolate through 

computational science and engineering 
(CSE) disciplines, a solid understanding 
of the technology’s explainability, fair and 
responsible deployment, and theoretical 
underpinnings is becoming increasingly 
imperative. In recent years, the CSE com-
munity has refined several basic principles 
of AI, such as fairness and bias mitigation, 
accountability, transparency, and privacy 
and data governance. These areas are rife 
with research opportunities and can directly 
influence policy and decision-making pro-
cesses as the field continues to evolve [1].

During the 2025 SIAM Conference on 
Computational Science and Engineering1 
(CSE25), which took place this past March 
in Fort Worth, Texas, a panel2 of sea-
soned researchers shared their perceptions 
of AI’s current and future trajectory. David 
Bindel of Cornell University—co-chair of 
the CSE25 Organizing Committee—moder-
ated the session, which comprised panelists 
Patricia Kovatch of the Icahn School of 
Medicine at Mount Sinai (ISMMS), Manish 
Parashar of the University of Utah, Eric 
Stahlberg of MD Anderson Cancer Center, 
and Moshe Vardi of Rice University. Each 
panelist overviewed their individual experi-
ences with AI before collectively fielding 
questions from the audience.

Bindel opened the session with some 
general thoughts about the omnipresence 

1  https://www.siam.org/conferences-
events/past-event-archive/cse25

2  https://meetings.siam.org/sess/dsp_
programsess.cfm?SESSIONCODE=83061

of AI in today’s world. “It’s hard to avoid 
discussions about AI right now,” he said. 
“We’re dealing with aspects of fairness 
and responsibility from both a technical 
and nontechnical perspective.” He cited the 
Association for Computing Machinery’s 
Conference on Fairness, Accountability, 
and Transparency3 as an important forum 
for AI discourse, and noted that multiple 
organizations have published compelling 
reports about fair and responsible AI, such 
as the Institute of Electrical and Electronics 
Engineers’ Ethically Aligned Design [6] 
and the European Commission’s Ethics 
Guidelines for Trustworthy AI [5].

Vardi’s presentation focused on respon-
sible AI, a prevalent term that emerged in 
part due to widespread concerns about AI’s 
safe implementation in present-day society. 
In keeping with the theme, Vardi shared the 
following definition of responsible AI that 
was generated by Google’s Gemini chatbot: 
Responsible AI is a growing consensus that 
AI development and deployment must prior-
itize ethical considerations, fairness, trans-
parency, and accountability. Yet despite 
its pervasiveness, Vardi has misgivings 
about this commonly accepted definition. 
“Responsible AI is a very vague term with-
out saying who is really responsible,” he 
said. “Responsibility should imply account-
ability. Responsibility should be people and 
organizations, not technology.”

Instead, Vardi prefers the phrase “AI, 
responsibly,” which puts a greater onus 
on people. “It is the social responsibil-
ity of computational science educators to 
educate socially responsible students,” he 
said. “Social responsibility must be part 

3  https://facctconference.org

of the computing curriculum” [2]. Beyond 
academia, Vardi asserted that corporations 
should adopt appropriate AI regulations 
to ensure that their products work for the 
benefit (rather than the detriment) of society. 
Such guidelines are especially important for 
projects that seek to maximize profits above 
all else, which introduces concerns about the 
concentration of exceptional levels of power 
in the hands of relatively few individuals [4].

Parashar offered a comparatively san-
guine perspective on the utility of AI appli-
cations. “I take a very optimistic view of AI 
and think it has a lot of potential,” he said. 
“But that doesn’t mean we don’t have to be 
responsible.” He endorsed the U.S. National 

Institute of Standards and Technology’s 
building blocks4 of trustworthy and respon-
sible AI: validity and reliability, safety, 
security and resiliency, accountability and 
transparency, explainability and interpret-
ability, privacy, and fairness and mitigation 
of harmful bias. Some of these compo-
nents require policy solutions—like the 
creation of regulatory frameworks—while 
others involve technological developments 
in algorithms and hardware.

“AI critically depends on computing, 
data, and technology,” Parashar said. “One 

4  https://www.nist.gov/trustworthy-and-
responsible-ai

A group of researchers shared their thoughts and experiences with responsible artificial intel-
ligence during a panel session at the 2025 SIAM Conference on Computational Science and 
Engineering, which took place in Fort Worth, Texas, this past March. From left to right: Eric 
Stahlberg of MD Anderson Cancer Center, Manish Parashar of the University of Utah, Moshe 
Vardi of Rice University, Patricia Kovatch of the Icahn School of Medicine at Mount Sinai, and 
moderator David Bindel of Cornell University. SIAM photo.

See Artificial Intelligence on page 7
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in Memphis. “We developed a sinusoi-
dal model to represent hourly temperature 
changes during a heat wave day, and a 
quadratic model to estimate solar radiation 
throughout the same period,” Zhang said. 
“We then applied both models in a differen-
tial equation that accounts for these hourly 
temperature changes from solar radiation 
and heat transfer through exterior walls, 
along with the level of external shade, the 
geometric properties of the dwelling, and 
the material properties of the dwelling.”

After testing their model with input 
parameters from provided datasets, the 
group concluded that shade coverage has a 
much larger impact on indoor temperature 
than wall insulation. “This highlights the 
need for Memphis to invest in more pas-
sive cooling measures, such as trees and 
other shade-producing objects, rather than 
investing directly in improving the walls of 
the individual home,” Iyer said. “We also 
found that indoor temperatures peaked after 
exterior ones, which explains the real-world 
phenomenon of evening energy consump-
tion being the greatest.”

To predict the strain on Memphis’ power 
grid now and in the future, the Ohio stu-
dents defined peak demand in two ways: 
peak hourly load (in megawatts) and total 
energy consumption during the peak sum-
mer month (in kilowatt-hours). The team 
selected maximum annual temperature 
and annual population as key predictors, 
then ran a multiple linear regression in 
R. “Multiple linear regressions allow the 
incorporation of external predictors and 
capture their respective long-term trends, 
which are important to capture demand’s 
demographic- and climate-based trends,” 
Shao said. “They are also transparent in 
that they clearly show the effects of each 
predictor on the dependent variable, mak-
ing our model easily interpretable to stake-
holders in city planning or utilities.”

The students used population projections, 
maximum annual peak temperature, and 
forecasted temperatures from five Shared 
Socioeconomic Pathways4 (SSPs) emission 
scenarios to yield their demand estimates 
for 2025 and 2045. They reported that 
this year, Memphis power grids should be 
prepared to transmit 3,433.70 megawatts 
of power at any moment and anticipate 
roughly 887.50 million kilowatt-hours of 
total energy consumption in the height of 
the summer. In 2045, the grids can expect to 
transmit up to 3,563.07 megawatts of power 
and will see approximately 764.80 million 
kilowatt-hours of total energy consumption 
in the most demanding summer month.

Finally, the Mason team employed mul-
tiple linear regression to model the relation-
ship between common heat wave vulner-
ability factors and the expected annual loss 
of several Memphis neighborhoods. They 
utilized backward variable selection to iden-
tify four important predictors of vulnerabil-
ity: proportion of households with elderly 
individuals, proportion of households with 
children, population, and number of resi-
dents who walk or take public transit to 
work. Using the regression coefficients, the 
students combined, normalized, and scaled 
the predictors to generate a vulnerability 
score for each neighborhood. 

“Our key takeaway was that vulner-
ability to heat waves is not evenly distrib-
uted across neighborhoods,” Rajan said. 
“Factors like age demographics, transit 
usage, and access to shade significantly 
affect a community’s ability to withstand 
extreme heat events.” The students pro-
posed several mitigative recommenda-
tions—including the installation of cooling 
centers in public buildings, shade structures 
at public transit stops, and tax incentives 
or rebates for homeowners who invest in 
shade solutions or passive cooling fea-
tures—to alleviate the burden for people in 
vulnerable neighborhoods.

4  https://earth.gov/sealevel/faq/124/what-
are-shared-socioeconomic-pathways-or-ssps

After an impressive presentation in New 
York City, the Ohio students took home 
the top award of $20,000. “There was a 
lot to like about the Mason High School 
solution,” Musco, who served as a judge in 
New York City, said. “Like many of the top 
teams, their paper stood out for consistent 
and in-depth modeling for all three ques-
tions. Another thing that stood out was the 
incorporation of SSPs scenarios, which are 
widely used in climate risk analysis; Mason 
was one of the only teams that effectively 
used this framework.”

The 2025 event marked the 20th anni-
versary of M3 Challenge,5 which first 
took place in 2006. In addition to the 
standard team prizes for the top six solu-
tion papers, the program has since grown 
to include monetary awards for technical 
computing; outstanding communication of 
results; and title 1 schools that develop 
solutions with passion, resourcefulness, 
and knowledge. “This important program 
continues to inspire young people to pursue 
education and careers in STEM fields,” 
Karen Bliss, Senior Manager of Education 
and Outreach at SIAM, said. “Roughly 
65,000 participants have collectively lever-
aged their math skills to tackle the biggest 
concerns facing our global communities, 
earning more than two million dollars in 
scholarship prizes. Participants also gain 

5  https://go.siam.org/qoyyin

pressure and how to translate technical 
thinking into real-world impact.”

Mason High School’s winning solution 
paper is available online,6 as is their final 
presentation.7
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valuable skills that translate nicely to the 
workforce, including teamwork and the 
ability to communicate complex ideas in a 
straightforward fashion.”

Colleen Everett—coach of the Mason 
High School team—appreciates M3 
Challenge for allowing students to hone 
their mathematical modeling skills outside 
of the controlled classroom environment. 
“Modeling is what makes math feel real,” 
she said. “It’s how students take what 
they’ve learned in class and actually use it 
to make sense of real-world problems like 
climate change, the economy, or how to 
plan things efficiently. M3 Challenge gives 
them a chance to tackle problems that don’t 
have clear-cut answers, kind of like what 
they’d face in careers in STEM, data sci-
ence, economics, or public policy.”

As the Mason students eagerly look 
towards college programs in mathemat-
ics, economics, engineering, and related 
fields, they intend to apply their newfound 
problem-solving and modeling compe-
tencies in higher education settings and 
eventually the workforce. “Participating 
in M3 Challenge has changed the way we 
approach problem solving,” Tang said. 
“It taught us how to be comfortable with 
uncertainty and how to make decisions 
when the data is messy, the timeline is 
short, and there is no clear answer. It also 
showed us the value of collaboration under 
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technical challenge is understanding the 
quality of the data that goes into the AI and 
trusting that data. But we also know that to 
achieve the attributes of being responsible, 
it’s important that a diversity of folks have 
access to the technology.” Data diversity is 
similarly crucial because AI technologies 
and infrastructures evolve according to 
their inputs. “Greater inclusivity in con-
tributions to research and development 
increases the diversity of approaches, qual-
ity of research, and fairness of the results,” 
Parashar continued.

Several ongoing efforts aim to democ-
ratize AI research and development and 
overcome barriers—such as a lack of 
awareness or access to resources—that pre-
clude the realization of fair and respon-
sible AI. For instance, the U.S. National 
Science Foundation’s National Artificial 
Intelligence Research Resource pilot5 seeks 
to strengthen the AI innovation ecosystem 
while protecting people’s privacy, rights, 
and civil liberties. Likewise—and closer 
to home for Parashar—the University of 
Utah’s One-U Responsible AI Initiative6 
intends to responsibly advance translational 
AI for societal good in target areas like 
education, the environment, and healthcare 
while simultaneously safeguarding civil 
rights and promoting fairness, accountabil-
ity, and transparency.

In healthcare settings, the improper 
deployment of AI can compromise patient 
needs or wellbeing [3]. Stahlberg, who 
leads MD Anderson’s Institute for Data 
Science in Oncology7 (IDSO), identified six 
essential aspects of data that are necessary 
to establish trust in AI applications: context, 
quality, provenance, transparency, porta-
bility, and understanding. Scientists must 
consider how data is collected, shared, and 
utilized, and how the surrounding policy 
and governance structures are managed. 
Careful attention to these questions can help 
healthcare organizations build ecosystem 

5  https://www.nsf.gov/focus-areas/artificial-
intelligence/nairr

6  https://rai.utah.edu
7  https://www.mdanderson.org/research/

departments-labs-institutes/institutes/institute-
for-data-science-in-oncology.html

capacity; alleviate barriers; and empower 
patients, communities, researchers, and 
practitioners. The goal is to jumpstart a 
recurrent cycle that allows practitioners to 
effectively transform challenges and oppor-
tunities into tangible, impactful results 
within clinical settings — thus informing 
future innovation and learning.

As MD Anderson strives to be this point 
of translation, IDSO is cultivating a team-
based culture that embraces data science 
across various domains. The institute is 
exploring a range of data-centric tools, 
including the digital twin. “Digital twins 
are one thing that I really champion because 
they pull all of this stuff together,” Stahlberg 
said. However, their implementation is often 
complicated by social, technical, and finan-
cial difficulties. For example, practitioners 
must obtain appropriate stakeholder buy-ins; 
set realistic expectations; establish a baseline 
healthy state for patients; obtain quality data; 
and manage regulatory, privacy, and liability 
concerns. “We also have to have methodolo-
gies of trust,” Stahlberg said. “How can we 
be economical in the mathematics but still 
maintain integrity, trust, and reliability?”

To address these concerns, Stahlberg 
and his colleagues are educating patients, 
AI developers, and the general public 
about fair and responsible use. “Improving 
healthcare options through data science in 
cancer is a team effort,” he said. “Quality 
data, processes, and people are essential to 
the collective effort for robust translational 
data science. Collaborations across bound-
aries are key to continued innovations and 
sustained impact.”

Much like MD Anderson, ISMMS con-
ducts basic research that is translated into 
clinical settings and returned to the cycle 
via a feedback system. “Mount Sinai has 
been transforming care delivery with AI 
for over 10 years,” Kovatch, the Dean for 
Scientific Computing and Data at ISMSS, 
said. “There’s enormous potential for further 
impact.” Several years ago, ISMMS found-
ed the Windreich Department of Artificial 
Intelligence and Human Health8—one of 
the first such departments in the country—to 
improve diagnoses, expedite drug discovery, 
and deliver personalized care to patients.

8 https://icahn.mssm.edu/about/departments-
offices/ai-human-health

Yet even with this advances, Kovatch 
acknowledged certain obstacles that inhibit 
AI’s successful implementation in the medi-
cal sphere. For instance, differences in pro-
cessing abilities between healthcare systems 
limit data sharing. And human activity 
frequently introduces errors into the data, 
such as when a patient fails to take their 
medication or a receptionist incorrectly 
records someone’s race, gender, or age. 
Kovatch encouraged cooperation between 
applied mathematicians, computer scien-
tists, healthcare workers, and other stake-
holders to tackle these impediments. “We 
need to find a common language so we can 
work on these problems together,” she said.

Given the unavoidable uncertainties, 
Mount Sinai follows a set of core principles 
to promote a comprehensive understand-
ing of the risks and benefits of AI tools. 
Decision-makers ask the following four 
questions of any proposed AI software: (i) 
Is it safe? (ii) Is it effective? (iii) Is it equita-
ble? and (iv) Is it ethical? The Mount Sinai 
AI Review Board for Governance then 
employs a five-step checkpoint system—
pre-triage, evaluation, validation, deploy-
ment, and quality assurance—to evaluate an 
intended project or technology. “It’s at least 
an initial framework to make some deci-
sions as to whether the models are doing 
what we think they should,” Kovatch said. 
“It can help us set priorities.”

To ensure that practitioners and institu-
tions uphold the principle of “do no harm” 
in the changing medical landscape, Vardi 
advocated for a national AI safety board 
to establish universal guidelines for AI in 
healthcare. “If AI is going to be involved 
in making decisions about human health, 
we need to figure out the standards,” he 
said. Researchers must be able to math-
ematically explain possible sources of harm 
and provide mitigative solutions to prove 
that a system is sufficiently reliable. “We 
don’t have perfect safety, so we have to 
develop standards where it’s safe enough,” 
he continued, likening the situation to air 
travel — airline passengers may not know 
for absolute certain that a system won’t fail, 
but they can nevertheless feel comfortable 
with the diminutive risk.

As the panel drew to a close, the speak-
ers emphasized the collaborative aspects 

of AI development. “AI is evolving based 
on how you use it,” Parashar said. “It’s 
not just about how you build it, but how 
the community is engaging with it.” He 
urged audience members to foster a general 
sense of awareness and appreciation of AI, 
from the early stages of research to ulti-
mate deployment. This type of open com-
munication is especially important if no 
governmental or organizational guardrails 
are in place. “You need to be transparent 
about how you’re using AI,” Stahlberg 
said. “Share with others when you’ve been 
successful and when you’ve failed.”

Despite the many challenges that are 
associated with fair and responsible AI, 
the panelists remain hopeful about AI’s 
expanding capacity in the coming years — 
as long as practitioners adhere to appropri-
ate protocols. “I’m extremely optimistic 
about the potential of AI,” Parashar said. 
“It’s a huge resource that we can leverage.”
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Measuring Paper Thickness
As I was toying with some sheets of 

paper recently, the following puzzle 
came to mind: Given two identical sheets 
of paper and a tape measure, how can we 
estimate the paper’s thickness? The paper 
must remain fully undamaged, indistin-
guishable from its original state. No other 
items are available.

Here is a possible way:
1. Stack the sheets on top of each other 

and squeeze them together at one end ( )A  to 
prevent relative sliding (see Figure 1).

2. Bend the sheets as shown in Figure 
1, allowing them to slide relative to each 
other at the other end ( ).B  Apply gentle 
sliding forces—indicated by 
the small arrows at B—to 
ensure that the sheets touch 
along their entire length with-
out gaps. The ends at B will 
shift relative to each other by a 
very small amount d, which is 
too small to measure with a tape measure.

3. Squeeze the sheets together at B to 
prevent sliding, so as to fix d. Relax the 
squeeze at A and straighten the sheets; they 

will end up with a tiny shift 
d that is again too small to 
measure with a tape measure.

4. Repeat this cycle n times 
(with the n of your choice) 
to accumulate a measur-
able shift Dn, thus finding 

d=∆n n/  (see Figure  2).1

We can now recover the paper’s thick-
ness e from the shift. It turns out that

				     
(1)ε

δ
θ

= ,

where q is the angle by which the sheets 
were bent. In Figure 1, θ π= .

With two sheets of regular printer paper, 
I measured ∆3 1=  millimeter (mm), with an 
error smaller than my eye could see. Then, 
d= =∆3 3 1 3/ /  yielded

1  At first glance, it may seem like the shift 
d will decrease slightly after each consecutive 
cycle because the overlap will shorten a bit. But 
this is not the case; the shift does not depend on 
the length of the overlap according to (1).

e» 0 1.   mm,

the right order of magnitude (although less 
accurate than folding the paper into many 
layers and dividing the thickness of the 
stack by the number of layers2).

Must the bend in Figure 1 be circu-
lar? Interestingly, (1) holds for any shape; 
the only thing that matters is the angle q 
between the tangents at the two ends.

Proof of (1) for Circular Arcs
Figure 3 (on page 8) shows the midlines 

of two sheets that are bent through angle 
q into circular arcs. The thickness e that 
we seek is also the distance between the 
sheets’ midlines. The two arcs have the 
same length:

R d R( ) ( ) .θ θ ε θ+ = +

2  Of course, paper is cheap enough that 
we can afford to ruin a sheet by folding it into 
many layers and dividing the stack’s thickness 
by the number of layers. The method that I 
describe here is only a curiosity and is not 
meant for practical use.

Figure 1. At the end of one cycle, the sheets end up with a relative shift d.

MATHEMATICAL 
CURIOSITIES
By Mark Levi

Figure 2. After n cycles (n = 3 here), the shift Dn becomes large enough to measure and 
yields d=∆n n/ .

See Paper Thickness on page 8
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By Lily Ingram, Anaum    
Chaudhry, and Sarah Riaz

Loyola University Chicago (LUC) has 
officially launched a new SIAM stu-

dent chapter1 that serves as an exciting plat-
form for members to engage with applied 
mathematics and computational science. 
The chapter aims to foster collaboration, 
professional development, and research 
opportunities for students who are inter-
ested in real-world mathematical problems. 
To select the inaugural chapter leadership, 
faculty sponsors Xiang Wan and Tuyen 
Tran held elections that resulted in the 
appointment of Lily Ingram (economics 
major, class of 2025) as president, Anaum 
Chaudhry (data science major, class of 
2027) as vice president, and Sarah Riaz 
(statistics major, class of 2026) as treasurer.

The LUC SIAM Student Chapter held 
several successful events during the 2024-
2025 academic year and established a strong 
presence on campus. Its first activity was an 
informational meeting for interested students 
in October 2024 that highlighted the offer-
ings of the new chapter, including access to 
conferences and industry resources. A few 
days later, students and faculty attended the 
2024 SIAM Great Lakes Section Annual 

1  https://loyolachicagosiam.github.io

On March 29, Leyffer hosted both the 
chapter and the LUC Physics Club5 at 
Argonne National Laboratory. Roughly 45 
student and faculty participants visited the 
Advanced Photon Source,6 Aurora exas-
cale supercomputer,7 and an exhibit on 
nuclear history. This successful excursion 
introduced chapter members to high-level 
research within a national laboratory set-
ting and got them thinking about possible 
careers in research and development.

Two days after the Argonne visit, a semi-
nar with Zeyu Zhou of Carl Zeiss X-ray 
Microscopy, Inc.8 marked the chapter’s 
final event for the 2024-2025 academic 
year. Zhou visited LUC and delivered 
a talk about computed tomography (CT) 
and its uses in medical diagnostics, indus-
trial inspection, and scientific research. 
The audience received a comprehensive 
overview of CT and its scientific principles, 
mathematical foundations, and practical 
applications. Additionally, Zhou used con-
cepts such as reconstruction algorithms, 
phantom calibration, and artifact removal 
to explore the acquisition and reconstruc-
tion of X-ray projections; he also described 

5  https://www.luc.edu/physics/physics_
club.shtml

6  https://www.aps.anl.gov
7  https://www.anl.gov/aurora
8  https://www.zeiss.com/microscopy/us/

home.html

CT’s real-world applications in image 
denoising and defect analysis.

The LUC SIAM Student Chapter expe-
rienced a very successful first year of 
operation, having developed a prominent 
on-campus presence and pursued several 
high-impact visits to offsite conferences 
and laboratories. The chapter looks forward 
to its next set of activities in the 2025-2026 
academic year, which will continue to pro-
vide avenues for students to explore diverse 
applications of applied mathematics and 
computational science in society.

Lily Ingram is pursuing a master’s 
degree in mathematics at Loyola University 
Chicago (LUC). She is the inaugural presi-
dent of the LUC SIAM Student Chapter 
and graduated from LUC in May 2025 
with a degree in economics and a minor 
in mathematics. Anaum Chaudhry is an 
undergraduate student at LUC who studies 
data science and information systems. She 
is vice president of the LUC SIAM Student 
Chapter. Sarah Riaz is an undergraduate 
student at LUC who studies statistics, math-
ematics, and data science. She is treasurer 
of the LUC SIAM Student Chapter.

Meeting2 at Purdue University Northwest, 
where they enjoyed a variety of minisym-
posia, invited and contributed talks, and 
networking opportunities.

In late October, Sven Leyffer of Argonne 
National Laboratory3 (then-President of 
SIAM) visited the chapter and delivered 
a colloquium about his research on topo-
logical design problems that are formulated 
as massive mixed-integer partial differen-
tial equation (PDE)-constrained optimiza-
tion (MIPDECO) problems. Leyffer dem-
onstrated that one can efficiently solve 
MIPDECOs at a computational cost that 
is comparable to a single continuous PDE-
constrained optimization solution. He also 
detailed two key classes of solution meth-
ods: rounding techniques that are asymptot-
ically optimal and trust-region approaches 
that converge under mesh refinement.

The LUC SIAM Student Chapter kicked 
off the 2025 spring semester with a Pi Day 
celebration on March 14, in collabora-
tion with the LUC Math & Stats Club.4 
Attending students and faculty discussed 
the history and applications of p, competed 
in brain games, and enjoyed complementary 
pie and refreshments.

2  https://sites.google.com/view/2024glsiam
atpnw/home

3  https://www.anl.gov
4  https://www.luc.edu/math/mathclub.shtml

Mathematics in Action: Launching the Loyola 
University Chicago SIAM Student Chapter

The Loyola University Chicago (LUC) SIAM Student Chapter and LUC Physics Club visit 
Argonne National Laboratory in March 2025. SIAM Past President Sven Leyffer (front row, 
second from right) provided a tour of the facilities. Photo courtesy of Mary Dzielski.

Members of the Loyola University Chicago (LUC) SIAM Student Chapter attend the 2024 SIAM 
Great Lakes Section Annual Meeting, which took place at Purdue University Northwest in 
October 2024. Photo courtesy of the LUC SIAM Student Chapter.

Solving for e, we get

ε
θ
θ

δ
θ

= =
Rd

,

as claimed.

Proof of (1) for Arbitrary Arcs
Figure 4a shows two curves that are sepa-

rated by a fixed distance e. Their lengths L 
and  are related by

				     
(2)L= + εθ,

where q is the angle between the tangents at 
the two ends of the curves (tangents to the 
two curves are parallel at the corresponding 
points, where correspondence means that 
the points lie on the common normal to both 
curves). Applying this remark to our two 
midlines in Figure 4b yields

L L= − +( ) ,δ εθ
�

� ��� ���

which again gives (1).

Another Way
We could also prove (1) for general 

curves by using the statement for the circu-
lar case and cutting the “railroad track” in 
Figure 4 into pairs of short arcs with many 
normal lines. We can approximate these arcs 
with osculating circles to which the earlier 

proof applies; I omit the details, mentioning 
only that the circular case applies because 
the osculating circles at the corresponding 
points are concentric (as follows from the 
fact that the distance e= const.).

It may also be interesting to observe that 
the lines aa ′ and bb ¢ in Figure 4 are almost 
parallel. In a linear approximation, the angle 
between these lines is 

q q- -tan ,1

which for small q is indistinguishable from 
zero in practice.

The figures in this article were provided 
by the author.

Mark Levi (levi@math.psu.edu) is a pro-
fessor of mathematics at the Pennsylvania 
State University.

Figure 3. Justification of (1). The arcs are the 
midlines of the paper sheets.

Figure 4. Proof of (1) for the general case. 4a. Arclengths are related by (2). 4b. The two curves 
have equal lengths so that d= −L .

Paper Thickness
Continued from page 7
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Upcoming Deadlines
The following conferences are co-located:

The Third Joint SIAM/CAIMS Annual Meetings (AN25)
July 28–August 1, 2025 | Montréal, Québec, Canada 
siam.org/an25 | #SIAMAN25  
ORGANIZING COMMITTEE CO-CHAIRS 
Sue Ann Campbell, University of Waterloo, Canada 
Arvind K. Saibaba, North Carolina State University, U.S.

SIAM Conference on 
Control and Its Applications (CT25)
July 28–30, 2025 | Montréal, Québec, Canada 
siam.org/ct25 | #SIAMCT25  
ORGANIZING COMMITTEE CO-CHAIRS 
Birgit Jacob, University of Wuppertal, Germany 
Kirsten Morris, University of Waterloo, Canada

SIAM Conference on 
Computational Geometric Design (GD25)
July 28–30, 2025 | Montréal, Québec, Canada 
siam.org/gd25 | #SIAMGD25  
ORGANIZING COMMITTEE CO-CHAIRS 
Hendrik Speleers, University of Rome Tor Vergata, Italy 
Jessica Zhang, Carnegie Mellon University, U.S.

SIAM Conference on 
Applied and Computational Discrete Algorithms 
(ACDA25)
July 28–August 1, 2025 | Montréal, Québec, Canada 
siam.org/acda25 | #SIAMACDA25  
ORGANIZING COMMITTEE CO-CHAIRS 
Martin Farach-Colton, New York University, U.S. 
Bora Ucar, ENS-Lyon, France

EARLY REGISTRATION RATE and HOTEL RESERVATION DEADLINE  
for AN25, CT25, GD25, and ACDA25 
June 24, 2025

SIAM Conference on 
Mathematical & Computational Issues  
in the Geosciences (GS25) 
October 14–17, 2025 | Baton Rouge, Louisiana, U.S. 
siam.org/gs25 | #SIAMGS25  
ORGANIZING COMMITTEE CO-CHAIRS 
Luca Formaggia, Politecnico di Milano, Italy 
Chris Kees, Louisiana State University, U.S.
EARLY REGISTRATION RATE DEADLINE    
September 16, 2025
HOTEL RESERVATION DEADLINE    
September 12, 2025

ACM-SIAM Symposium on  
Discrete Algorithms (SODA26)
January 11–14, 2026 | Vancouver, Canada 
siam.org/da26 | #SIAMDA26  
PROGRAM COMMITTEE CO-CHAIRS 
Kasper Green Larsen, Aarhus University, Denmark 
Barna Saha, University of California, San Diego, U.S. 
SUBMISSION DEADLINE    
July 14, 2025

Information is current as of May 21, 2025. Visit siam.org/conferences for the most up-to-date information.

Upcoming SIAM Events  
SIAM Conference on Applied 
Algebraic Geometry 
July 7–11, 2025 
Madison, Wisconsin, U.S. 
Sponsored by the SIAM Activity Group on 
Algebraic Geometry

SIAM Conference on Financial 
Mathematics and Engineering 
July 15–18, 2025 
Miami, Florida, U.S. 
Sponsored by the SIAM Activity Group on 
Financial Mathematics and Engineering

The Third Joint SIAM/CAIMS  
Annual Meetings 
July 28–August 1, 2025 
Montréal, Québec, Canada

SIAM Conference on Control  
and Its Applications 
July 28–30, 2025 
Montréal, Québec, Canada 
Sponsored by the SIAM Activity Group on 
Control and Systems Theory

SIAM Conference on Computational 
Geometric Design 
July 28–30, 2025 
Montréal, Québec, Canada 
Sponsored by the SIAM Activity Group on 
Geometric Design

SIAM Conference on Applied and 
Computational Discrete Algorithms 
July 30–August 1, 2025 
Montréal, Québec, Canada 
Sponsored by the SIAM Activity Group on 
Applied & Computational Discrete Algorithms

SIAM Conference on Mathematical 
and Computational Issues in the 
Geosciences 
October 14–17, 2025 
Baton Rouge, Louisiana, U.S. 
Sponsored by the SIAM Activity Group on 
Geosciences

2nd SIAM Northern and Central 
California Sectional Conference  
October 27–28, 2025 
Berkeley, California, U.S.

SIAM Conference on Analysis of 
Partial Differential Equations 
November 17–20, 2025 
Pittsburgh, Pennsylvania, U.S. 
Sponsored by the SIAM Activity Group on 
Analysis of Partial Differential Equations
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Recipients Named for Annual 
SIAM Student Chapter 
Certificates of Recognition 
SIAM Student Chapter certificates of recognition were awarded to students who made outstanding 
contributions to their SIAM Student Chapters. This program recognizes the importance of student 
contributions in creating and sustaining exciting chapters, acknowledges students’ efforts within 
the greater SIAM community, and provides a noteworthy commendation for students to add to 
their portfolio for career building.  

SIAM congratulates all the recipients and thanks them for their contributions to the development 
and growth of the SIAM Student Chapters program.

2025 SIAM Student Chapter Certificate of Recognition Recipients:
Christian Austin, University of Florida
Alexander Bastien, University of Evansville
Ivan Bioli, Università Di Pavia
Cara Connelly, Eastern Washington University
Kirsty Cowie, University of Strathclyde
Haridas Das, Oklahoma State University
Nishka Desai, Rochester Institute of Technology
Katherine Henneberger, University of Kentucky
Payton Howell, University of Washington
Matthew Howells, Cardiff University
Lily Ingram, Loyola University Chicago
Li Ju, Uppsala University
Nikita Kapur, University of Iowa
Zishang Li, Chinese University of Hong Kong
Jack McErlean, Duke University
Andrés Miniguano-Trujillo, Heriot-Watt University  
and University of Edinburgh
Kristina Moen, Colorado State University
Md Al Amin Molla, University of New Mexico
Yu-Ru Pai, National Cheng Kung University
Syed Raza, Wayne State University
Francisca Muñoz Riquelme, Pontificia Universidad Católica de Chile
Oscar Escobar Rodriguez, Brigham Young University
Purusharth Saxena, Heidelberg University
Jonas Schulze, Magdeburg University
Laura Sobarzo, Pontificia Universidad Catolica de Valparaíso
Kota Takeda, Kyoto University
Franziska Thoma, University of Potsdam
Urvashi Verma, Iowa State University
Samuel Ward, Southampton University
Yaqi Wu, George Washington University
Yuerong Wu, Georgia State University
Maximilian Wuerschmidt, Trier University
Yan Yang, Chinese Academy of the Sciences
Linjie Ying, University of Nevada at Las Vegas
Pietro Zanin, Northwestern University
Chenye Zhang, Peking University Student Chapter
Fabio Zoccolan, Ecole Polytechnique Federale de Lausanne

CALL FOR
SIAM PRIZE 
NOMINATIONS
2026 Major Awards
•	 AWM-SIAM Sonia Kovalevsky 

Lecture

•	 George Pólya Prize in 
Mathematics

•	 I. E. Block Community Lecture

•	 Julian Cole Lectureship

•	 Richard C. DiPrima Prize

•	 SIAM Industry Prize

•	 SIAM Prize for Distinguished 
Service to the Profession

•	 SIAM Student Paper Prizes

•	 W.T. & Idalia Reid Prize

Nominate a colleague at  
siam.org/prizes-nominate 

Open dates and deadlines may vary.  
Visit siam.org/deadline-calendar. 

Kota Takeda 
Kyoto University

SIAM welcomes our newest 
student chapter: 
New York Institute of Technology

Get involved with a  
SIAM section!
Want to get involved in your section? 
Sections are a great way to gain 
experience in organizing meetings and 
SIAM leadership. Contact us today 
to put you in touch with the current 
leadership in your section. Email 
sections@siam.org with any questions 
you may have.

For more information, visit:  
siam.org/membership/sections.

Nominate two of  
your students for  
free membership! 
SIAM members (excluding student 
members) can nominate up to two 
students per year for free membership.  
Go to www.siam.org/Forms/Nominate-
a-Student to make your nominations.

Andrés Miniguano-Trujillo 
Heriot-Watt University  

and University of Edinburgh

Pietro Zanin 
Northwestern University

Christian Austin 
University of Florida

Maximilian Wuerschmidt, Trier University
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Linear and Nonlinear Functional Analysis 
with Applications, Second Edition
An Interview with the author, Philippe G. Ciarlet
Who were your major influences? 
I had the good fortune to follow the "Cours d'Analyse" of Laurent Schwartz when I was a student 
at l'Ecole Polytechnique in Paris. He was an outstanding teacher and, as such, was the origin of my 
desire to learn more mathematics and teach mathematics and perhaps even pursue an academic 
career in mathematics, although at that time I did not have the faintest idea of what "academic 
career in mathematics" actually means. 

Then I went to the United States to get a Ph.D. under the illuminating guidance of Richard S. Varga, 
a very influential numerical analyst and approximation theorist. I am very grateful for his teaching me 
how to write mathematics and do research. In so doing, he developed my enthusiasm for pursuing 
an academic career in mathematics, an enthusiasm that never decreased with time! 

A third mathematical encounter with another great master was with Jacques-Louis Lions, who directed 
my thèse d'état—the equivalent of a habilitation—in Paris, and initiated me into the arcana of partial 
differential equations, the calculus of variations, and especially to their applications to the real world. 

I also owe a lot to Robert Dautray, the co-author of the "Dautray-Lions" (Mathematical Analysis and 
Numerical Methods for Science and Technology), widely regarded as the modern version of the 
celebrated "Courant-Hilbert" (Methods of Mathematical Physics). He strongly encouraged me to 
always keep an eye on applications in my research interests. 

It is thanks to the influences of these great mathematicians that I decided to pursue a career in 
mathematics. 

What do you enjoy most about teaching and working with students? 
I always enjoyed teaching, for at least three reasons: First, there is no better way to understand 
a theorem and its proof than to teach them; otherwise, one often misses the main difficulties or 
technicalities and does not understand the depth of the result. Another reason is the feedback from 
students, which can often substantially improve the quality of teaching and the understanding of 
the subjects taught by the instructor. But, of course, the major reason is the pure joy of transmitting 
knowledge "in a human way" in contrast with the "dry" on-line teaching. 

Why did you decide to write LNFAA? 
Indeed, there are already many excellent textbooks on functional analysis, so why to write another 
one? There are least four reasons for this.

The first, which is purely subjective and which I therefore cannot rationally explain, is that I like 
to write books, just like other people like classical music, or impressionism, or to play chess, etc., 
and also to a more minor extent, I like to draw mathematical figures (I regret that contemporary 
textbooks usually do not have many figures). And indeed there are plenty of figures in my book (80 
in total).

The second reason, this time more rational, is that there are very few texts that assemble in a single 
volume the most basic theorems of both linear and nonlinear functional analysis. 

The third reason is, like in my other texts, I wished to provide complete proofs of all the basic 
theorems, without relegating some (sometimes crucial) parts of a proof to exercises, or simply "to 
the reader", which can be quite frustrating, especially when a text is used for self-study.

The fourth reason is that I wanted to illustrate, by means of plenty of examples, how "analysis" and 
"functional analysis" play such significant roles in applications and in the justification of numerical 
algorithms.

How did you come to work on the second edition of the book and how does it 
differ from the first? 
This is a considerably enlarged edition, with more than 450 pages of supplementary material and more than 200 new problems and which, like the 
original edition, took me another ten years to write. 

What led me to consider writing such a second edition was that even though the first edition was well received and used as a text in many graduate 
courses, some important topics were not covered. In this direction I am particularly grateful to several colleagues, who suggested specific new 
topics, such as locally convex spaces, distribution theory, the Fourier transform, the Hilbert transform, Calderón-Zygmund singular integrals, the M. 
Riesz-Thorin and Marcinkiewiz interpolation theorems, the Hardy-Littlewood maximal function, spectral analysis in infinite-dimensional spaces, the 
isoperimetric inequality, the Weingarten map, tensors on a surface, geodesics on a surface, introduction to gamma-convergence, and, especially, the 
Leray-Schauder degree with its beautiful applications to the Krasnoselskii and Rabinowitz bifurcation theorems. 

Is there anything else you'd like to tell readers about the book? 
A new feature is that the complete solutions of all the 617 problems, co-authored with Cristinel Mardare, will be uploaded progressively on a dedicated 
website (freely accessible by those who bought the hard copy or its e-version). This feature should be well-received by instructors as well as by 
students, or by anyone interested in self-study. 

What does SIAM mean to you? 
SIAM means a lot for me. Not only because I am one of its earliest members (since 1966 if my memory is correct), but also because I am lucky enough 
to have authored six books, at least to this day..., published by SIAM, each time with an exemplary collaboration, letting me complete freedom in such 
practical, but very important in my eyes, matters, such as the choice of fonts, the use of indentations, of italics versus boldface, etc., regarding the 
general appearance of the text.

I wish to strongly emphasize that it is a blessing that the texts that SIAM publishes are reasonably priced, contrary to the policy of some other 
publishing houses, thus making them quite accessible to students (even if, unfortunately, this does not eliminate the scourge of "uncopyrighted" pdf 
files that are available on the web!).

This new, 
considerably 
expanded edition 
covers the 
fundamentals 
of linear and 
nonlinear functional 
analysis, including 
distribution theory, 
harmonic analysis, 

differential geometry, the calculus of 
variations, and degree theory. Numerous 
applications are included, especially to 
linear and nonlinear partial differential 
equations and to numerical analysis. All 
the basic theorems are provided with 
complete and detailed proofs. The author 
has added more than 450 pages of new 
material and more than 210 problems.  
Two entirely new chapters, one on locally 
convex spaces and distribution theory 
and the other on the Fourier transform 
and Calderón–Zygmund singular integral 
operators, have also been added. In 
addition, the chapter on the “great 
theorems” of nonlinear functional analysis 
has been enlarged and split into two 
chapters, one on the calculus of variations 
and the other on degree theory.
2025 / xviii + 1287 pages / Hard / 978-1-61197-823-0 
List $114.00 / SIAM Member $79.80 / OT203 

Order online:  
bookstore.siam.org 

Or call toll-free in U.S. and Canada:  
800-447-SIAM; worldwide: +1-215-382-9800

Outside North and South America  
contact service@siam.org for international  

shipping discounts.

http://siam.org/books
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Recently Posted SIAM Journal Articles
SIAM Journal on  
DISCRETE MATHEMATICS
Obviously Strategy-Proof Mechanisms without Money 
for Scheduling
Maria Kyropoulou and Carmine Ventre
On Product Schur Triples in the Integers
Letícia Mattos, Domenico Mergoni Cecchelli,  
and Olaf Parczyk
Seymour and Woodall’s Conjecture Holds  
for Graphs with Independence Number Two
Rong Chen and Zijian Deng                  

SIAM Journal on  
FINANCIAL MATHEMATICS
High Order Approximations and Simulation Schemes 
for the Log-Heston Process
Aurélien Alfonsi and Edoardo Lombardo
Large Deviation Principle for Stochastic Differential 
Equations Driven by Stochastic Integrals
Ryoji Takano
Optimal Loss Reporting in Continuous Time  
with Full Insurance
Jingyi Cao, Dongchen Li, Virginia R. Young, and Bin Zou 

SIAM Journal on IMAGING SCIENCES
Additive-Bias-Correction Variational Model for Noisy 
and Intensity-Inhomogeneous Image Segmentation
Po-Wen Hsieh, Chung-Lin Tseng, and Suh-Yuh Yang
On Phase Unwrapping via Digital Wavefront Sensors
Simon Hubmer, Victoria Laidlaw, Ronny Ramlau, 
Ekaterina Sherina, and Bernadett Stadler
Time-Domain Direct Sampling Method for Inverse 
Electromagnetic Scattering with a Single Incident 
Source
Chen Geng, Minghui Song, Xianchao Wang,  
and Yuliang Wang

SIAM Journal on  
MATHEMATICAL ANALYSIS
Cauchy Problem for Singular-Degenerate  
Porous Medium Type Equations:  
Well-Posedness and Sobolev Regularity
Nick Lindemulder and Stefanie Sonner
A Geometric Variational Problem  
with Logarithmic-Quadratic Interaction
Xiaofeng Ren, Chong Wang, and Juncheng Wei
Existence and Uniqueness for the SQG Vortex-Wave 
System when the Vorticity Is Constant near the  
Point-Vortex
Dimitri Cobb, Martin Donati, and Ludovic Godard-Cadillac 

SIAM Journal on  
MATHEMATICS of DATA SCIENCE 
A Priori Estimates for Deep Residual Network in 
Continuous-Time Reinforcement Learning
Shuyu Yin, Qixuan Zhou, Fei Wen, and Tao Luo
Randomized Nyström Approximation  
of Non-negative Self-Adjoint Operators
David Persson, Nicolas Boullé, and Daniel Kressner
Nonlinear Tomographic Reconstruction  
via Nonsmooth Optimization
Vasileios Charisopoulos and Rebecca Willett

SIAM Journal on  
MATRIX ANALYSIS and APPLICATIONS 
The Interplay between Two Kinds of Hermitian 
Determinantal Representations
Sarah Gift and Hugo J. Woerdeman
Geometry of Linear Neural Networks: Equivariance 
and Invariance under Permutation Groups
Kathlén Kohn, Anna-Laura Sattelberger,  
and Vahid Shahverdi
On Pairs of Spectrum Maximizing Products  
with Distinct Factor Multiplicities
Victor Kozyakin

MULTISCALE MODELING & SIMULATION:  
A SIAM Interdisciplinary Journal
Multiscale Modeling of Tumor-Macrophage 
Interactions Underlying Immunotherapy Resistance 
in Glioblastoma
Haofeng Lin, Ji Zhang, Qing Nie, and Xiaoqiang Sun
On the Generalization Ability of Coarse-Grained 
Molecular Dynamics Models for Nonequilibrium 
Processes
Liyao Lyu and Huan Lei
Numerical Investigations of Engulfment 
Configurations in Binary Polymer Particles
Takashi Teramoto, Hiroshi Yabu,  
and Yasumasa Nishiura

SIAM Journal on  
APPLIED ALGEBRA and GEOMETRY 
A Topological Approach to Simple Descriptions of 
Convex Hulls of Sets Defined by Three Quadrics
Grigoriy Blekherman and Alex Dunbar
Algebraic Sparse Factor Analysis
Mathias Drton, Alexandros Grosdos, Irem Portakal, 
and Nils Sturma
Slow Convergence of the Moment-SOS Hierarchy 
for an Elementary Polynomial Optimization Problem
Didier Henrion, Adrien Le Franc, and Victor Magron

SIAM Journal on  
APPLIED DYNAMICAL SYSTEMS
A Nonlinear Map Describing Relaxation to Cluster 
States in an Adapting Neuronal Network
Ka Nap Tse, G. Bard Ermentrout,  
and Jonathan E. Rubin
Entropy Bounds for Glass Networks
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