
efficiency of the resulting analyses. For this 
reason, Hudson and his colleagues have 
developed a preliminary toolkit that can 
accommodate arbitrary networks of optical 
fibers and heterogeneous systems with both 
fiber optics and traditional seismometers 
[2]. Their uncomplicated methodology is 
implementable in a variety of circumstances, 
with room for further refinements as nec-
essary. The team also demonstrated the 
algorithm’s utility with real-world data from 
the Gornergletscher (Gorner Glacier) in the 
Swiss Alps, the 2023 Svartsengi volcanic 
eruption in Iceland (see Figure 1, on page 4), 
and a geothermal energy borehole in Utah.

“Our paper outlines how we detect any 
seismic source using fiber-optic data,” 
Hudson said [2]. “I wanted to provide an 
algorithm that people could just use out 
of the box, so that as many people in the 
community as possible can benefit and try 
it out. The algorithm is basically a solution 
to the problem, but I’m not saying that it’s 
the perfect solution.”

Fiber-optic Seismology
Fiber optics are long, flexible cables 

that find applications in communication, 
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See Seismology on page 4

Special Issue on Computational 
Science and Engineering

This special issue highlights research, initiatives, and other
relevant resources for the computational science community.

The evolution of artificial intelligence technologies provides a unique opportunity to 
better understand essential aspects of humanity. In an article on page 3 titled “The 
Fiction Machine,” Léon Bottou and Bernhard Schölkopf discuss the fluency of large 
language models, introduce the challenges of alignment, and explore philosophical 
questions surrounding the nature of thought and principles of cognition.

Digital Twins: Synergy Between Data 
Assimilation and Optimal Control
By Sebastian Reich

In the mid-20th century, John von 
Neumann envisioned numerical weather 

prediction as a forthcoming revolutionary 
application of digital computers. As recount-
ed by theoretical physicist Freeman Dyson, 
von Neumann delivered a talk at Princeton 
University in 1950 where he stated that 
“As soon as we have some large computers 
working, the problems of meteorology will 
be solved. All processes that are stable we 
shall predict. All processes that are unstable 
we shall control” [2]. This vision has since 
sown the seeds for the modern concept of 
numerical weather prediction as a digital 
twin (DT) of actual weather processes.

Recent advances in computer technol-
ogy and data acquisition have dramatically 
expanded von Neumann’s ideas, and DTs in 
the form of computationally implementable 
mathematical models of spatiotemporal pro-
cesses have already found groundbreaking 

applications in science and engineering. 
Nevertheless, fundamental mathematical 
and statistical challenges remain. Here, I 
will focus on one particular aspect of the DT 
paradigm: the synergy between data assimi-
lation (DA) and optimal control (OC).

The Data Assimilation and 
Optimal Control Challenge

A deep integration of DA and OC is 
essential for the treatment of what von 
Neumann called the “unstable processes.” 
But contrary to von Neumann’s notion of 
the active human control of weather pro-
cesses, today’s numerical weather predic-
tion systems use observational data from the 
actual weather to “control” DTs and keep 
the computational forecasting system close 
to its physical twin. Modern DA methodolo-
gies, such as the ensemble Kalman filter [3], 
have brought about a paradigmatic change 
to the prediction of stochastic processes 
under partial and noisy observations. At 

the same time, many physical processes do 
require control—i.e., active interference—
in order to meet their desired targets. Such 
processes occur in aeronautics, chemical 
engineering, and potentially the mitigation 
and prevention of extreme weather events.

DA has recently seen massive advances 
in areas like model predictive control and 
reinforcement learning [6]. However, an out-
standing computational challenge involves its 
combination with OC to enable the real-time 
control and prediction of partially observed 
physical processes (see Figure 1) [4]. Most 
modern control algorithms assume a com-
plete knowledge of model states, whereas 
DA techniques are applied to uncontrolled 
processes. When combining OC with DA for 
partially observed processes, the feedback 
control laws depend on forecast distributions 
instead of model states, and the forecast 
distributions in turn depend on these control 
laws. Essentially, the situation necessitates a 
deeper integration of DA and OC.

Novel Approaches to Data 
Assimilation and Optimal Control

Beginning with the work of Rudolf 
Kálmán, a strong link has long existed 
between estimation and control; the well-
established field of partially observed 
Markov decision processes also provides 
important background [6]. However, DTs of 
complex, high-dimensional processes—such 
as numerical weather prediction—require a 
fundamental reconsideration of the interplay 
between DA and OC. I will illustrate this 
point with two examples and outline a math-
ematical framework in terms of the McKean 
stochastic evolution equations.

As its name suggests, DA is typical-
ly understood as a sequential algorithm 
that alternates between the prediction and 
assimilation of data. This type of split 
can lead to difficulties whenever the fore-
cast is far from the data, as with extreme 

Figure 1. The digital twin (DT) paradigm. A physical process is partially observed, and the 
data is assimilated into a predictive generative model that is based on physics, data, or both. 
Optimal control laws are computed for the DT and applied to the physical process. All com-
putations must be performed in real time. Figure courtesy of the author. See Digital Twins on page 2

Figure 1. Operators can generate a set of meaningful texts. Figure courtesy of Léon Bottou.

Next-generation Algorithms 
for Next-generation Seismology
By Matthew R. Francis

High-quality seismic data is essential 
for the detection and characterization 

of earthquakes. However, such data can 
also play a useful role in understanding the 
impacts of hydrological fracking, volcanic 
eruptions, glacial melt, and other phenom-
ena. In addition to various types of seis-
mographs, researchers have begun to use 
fiber-optic cables to increase the coverage 
area of seismic detection — particularly 
in locations where other types of detectors 
would be difficult to deploy.

“We want to incorporate fiber-optic data 
with conventional seismometer data in 
earthquake early warning systems [and] for 
monitoring seismicity,” Thomas Hudson, a 
seismologist at ETH Zürich in Switzerland, 
said. “It’s a pretty exciting technology from 
a seismology point of view because you can 
turn fiber-optic cables into seismometers. 
There are fiber-optic cables everywhere.”

However, analyzing data from arbitrary 
fiber configurations and using it in tan-
dem with traditional seismometer data is 
undoubtedly difficult. Most current meth-
ods are specific to particular cable geom-
etries, which reduces the flexibility and 
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5  SIAM Webinar Examines 
Recent U.S. Federal Actions 
and Outlook for the Applied 
Mathematics Community

 The U.S. research community 
is facing a great deal of uncer-
tainty regarding the future 
of federal scientific funding, 
reductions in the federal work-
force, and changes to research 
priorities under the Trump 
administration. Last month, 
SIAM hosted a webinar with 
its government relations part-
ners, Lewis-Burke Associates 
LLC, to explain the impacts 
of recent federal actions.

6  CSE25 Panel Explores 
Entrepreneurship Prospects 
in Computational Science 
and Engineering

 Beyond the more conventional 
career paths in applied math-
ematics and related fields, the 
prospect of entrepreneurship 
offers unique opportunities for 
ambitious scientists with big 
ideas. During the 2025 SIAM 
Conference on Computational 
Science and Engineering, a 
panel of seasoned researchers 
discussed their own startups 
and offered advice on the 
entrepreneurial process.

7  Slings and Spirals
 Spirals whose curvatures are 

exponential functions of the 
arclength are denser near their 
centers than logarithmic spirals. 
Mark Levi draws upon a previ-
ous SIAM News article wherein 
he investigated the action of 
spinning a stone (held by a rope) 
in a circle with a hand that spins 
in a smaller concentric circle; 
here, he modifies this scenario 
so the hand moves with constant 
speed in an exponential spiral.

8  ICERM-SIAM Workshop 
Strengthens the 
Computational Mathematics 
Research Community

 Last summer, the Institute 
for Computational and 
Experimental Research in 
Mathematics hosted a workshop 
on “Empowering a Diverse 
Computational Mathematics 
Research Community.” Rafael 
Ceja Ayala and Maurice Fabien 
describe this initiative, which 
was run in collaboration with 
SIAM and included research 
and professional development 
exercises to break barriers 
and form new partnerships.
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weather events. In principle, we can math-
ematically fix this issue by reformulat-
ing the combined prediction and assimila-
tion task as a Schrödinger bridge mean 
field control problem [9]. But because 
this observation does not directly deliver 
implementable algorithms, we must find 
alternative McKean control laws that (i) are 
easier to compute and (ii) do not explicitly 
rely on knowledge of the posterior target 
distribution, but (iii) still couple the desired 
distributions. One possible solution uses 
a generative model in Xt in the form of a 
stochastic differential equation (SDE):

(1)
            

d d dX b X t Bt t t= +( ) ,s

where Bt denotes standard Brownian motion 
[10]. Given observational data Ytn

† at discrete 
times t n tn= ∆ , n ³1, we define appropri-
ate mean field control laws u xt t( , ˆ )µ α+ so that 
the resulting McKean SDE

 
d d d dˆ ( ˆ ) ( ˆ , ˆ )X b X t u X t Bt t t t t t= + +µ σ

(2)

approximates the desired posterior distri-
butions at observation times t tn= . Here, 
µ̂ αt + represents the law of ˆ .Xt  This example 
demonstrates control theory’s ability to 
guide DA and enable better predictions.

At the other end of the spectrum, 
researchers have recently begun to reformu-
late control problems in terms of forward 
and reverse-time McKean SDEs by replac-
ing the Hamilton-Jacobi-Bellman equation 
with the value function y xt( ). We can thus 
express the gradient of the value function as 
∇ =∇ ++
x t x ty x x( ) log ( )µ α−∇ +−

x t xlog ( ),µ α 
where µ αt

+ + denotes the law of an appropri-
ate forward McKean SDE and µ αt

− + denotes 
the law of a reverse-time McKean SDE. A 
DA-based implementation of this approach 
exemplifies DA’s capacity to help solve 
control problems [5]. We can also extend 
the technique to more general OC problems, 
and a very closely related methodology 
comprises the heart of diffusion-based gen-
erative modeling [11].

But to integrate DA and OC in the con-
text of partially observed and controlled 
processes, we need another level of DA 
and OC synergy that utilizes a common 
mathematical and algorithmic foundation 
based on random probability measures and 
their time evolution. Building upon the tre-
mendous success of the ensemble Kalman 
filter, a promising direction involves the 
formulation of McKean stochastic evolution 
equations for both DA and OC to ultimately 
create online adaptations of DTs and opti-
mally control their physical twins. So, let us 
replace (1) with the controlled SDE

(3)
       
d dX b X U t Bt t t t= +( , ) ,s

where Ut signifies the control. To simplify, 
we now assume continuous observations 
according to the forward model

             d d dY h X t Wt tt
= +( ) ,

where Wt indicates Brownian motion that is 
independent of Bt . If we express an actual 
observation as Yt

†, t ³0, then a McKean 
formulation of the continuous-time ensem-
ble Kalman-Bucy filter is given by

          
d d d X b X U t Bt t t t= + +( , ) s

                    K Y Yt t t( )( ),†


µ αd d− +

(4)
          d d d Y h X t Wt t t= +( ) .

This formulation adds a data-driven control 
term to the generative model in (3); we can 
draw a comparison with (2) for discrete-
time observations.

The so-called Kalman gain K t( )µ α+ 
depends on the law µ αt + of Xt [1]. Let us 
further assume that the desired control is of 
the form U ut t= β µ( ) —where b is a set of 
parameters—and that the optimal param-
eter choice b* minimizes the time-averaged 
cost functional

   
J

T
c u t

T t

T

t
( ) lim (, ( )) .β µ µβ= ⋅


→∞ ∫

1
0
  d

(5)

Here, c x u( , ) is some appropriate running 
cost and µ α

t t
c U[ ( , )]⋅ + is its expectation value 

under µ α
t
.+ Invoking ergodicity, the computa-

tion of (5) reduces to an expectation value 
with respect to an equilibrium distribu-
tion of random probability measures that 
depends on b. A proposed algorithmic 
approach applies derivative-free and affine 
invariant DA-based minimization methods 
to compute the desired parameter b in 
tandem with (4) [1]. In other words, the 
McKean stochastic evolution equations in 
time-dependent parameters bt should aug-
ment (4) such that 

McKean formulations in ( , )X
t t
b  must 

play (at least) two roles: (i) Giving rise to 
efficient online algorithms and (ii) allow-
ing for uncertainty quantification from a 
frequentist perspective. Both of these tasks 
are difficult because the relevant probability 
measures are random and time dependent.

Challenges and Opportunities
Most DA research thus far has been 

based on the assumption of ideal twins, 
which presumes that the physical twin 
and DT are mathematically identical — an 
unrealistic premise for real-world appli-
cations. The robustness of DA and OC 
algorithms enables them to model discrep-
ancies and thus constitutes an extremely 
important research direction. For instance, 
one recent study adapted stochastic gradi-
ent descent for robust parameter estimation 
from multiscale data [7].

Data-driven DTs that utilize generative 
machine learning models are set to bring 
another paradigmatic change to the field. 
The novel GenCast weather prediction 
model from Google DeepMind [8] is the 
first generative model to deliver ensemble 
predictions at a much higher speed than 
conventional models. Such data-driven 
forecasting models could hence allow for 
much larger ensemble sizes—compared to 
the current scale of O( )100 —and signifi-
cantly more accurate DA methodologies. 

These models rely on reanalysis data and 
are therefore limited to past weather inci-
dents, which raises questions about the 
statistical accuracy of their predictions of 
future events. Alternatively, could we make 
online adjustments to generative DTs to 
account for new partial and noisy data?

DTs offer numerous exciting research 
pursuits at the intersection of DA, OC, 
and generative modeling. Several upcom-
ing sessions will provide opportunities to 
get involved in this field, including a long 
program on “Digital Twins: Mathematical 
and Statistical Foundations and Complex 
Applications”1 at the Institute for 
Mathematical and Statistical Innovation2 this 
fall and a workshop on the “Mathematical 
Foundation of Digital Twins”3 at the 
Oberwolfach Research Institute for 
Mathematics4 in June 2026. Returning to 
von Neumann’s vision, Goal 85 of the 
Japan Science and Technology Agency’s6 
Moonshot Research and Development 
Program7 seeks to devise weather con-
trol technology that is socially, technically, 
and economically feasible. Achieving these 
goals will require significant advances that 
build upon the synergy of DA and OC.

Acknowledgments: This work is partially 
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The Fiction Machine
By Léon Bottou and           
Bernhard Schölkopf

Today’s computers can talk back to us. 
This fact alone is momentous enough, 

but humans are a greedy kind. If computers 
talk, then they must think. If they think, then 
they must be intelligent — like artificial 
intelligences in the movies. The scene is 
loud with businessmen hyping their tech-
nologies, ideologues pushing their creeds, 
and industrialists placing their bets.

Beneath this cacophony lies a deeper 
opportunity to understand the nature of 
thought, reveal the principles of cognition, 
and learn a lot about ourselves. Let us there-
fore begin by focusing on an unquestionable 
fact: the fluency of large language models.

Statistics Versus Structure
In his landmark 1948 paper on informa-

tion theory [3], Claude Shannon envisioned 
“sources” that randomly produce “mes-
sages” according to a certain probability 
distribution. He then described a statistical 
language model that can estimate the prob-
ability of a particular word appearing in a 
message, given the sequence of preceding 
words. This framework provides a way 
to estimate the overall probability of any 
message and sample message continua-
tions one word at a time.

Some people maintain that when a large 
language model is trained on an immense 
corpus, it learns the general distribution of 
natural language and can therefore generate 
continuations that are as cogent as those in 
the training corpus. This claim is severely 
flawed. Shannon already observed that 
basic English and James Joyce’s Finnegans 
Wake represent sources of natural lan-
guage with very different statistics. So, 
what is the general distribution of natural 
language? What mix of sources should we 
consider? One of the primary functions of 
language is to express ideas that have never 
been shared before; what about textbooks 
that describe physics theories that are yet 
unknown to mankind — a source that only 
exists in the future and thus cannot be rep-
resented in the training data?

Consider a creative writing scenario 
wherein a human directs a chatbot to incor-
porate improbable ideas into an evolving 
story. The human can easily drive this 
dialogue into the distant tail of the train-
ing data’s distribution. Although no train-
ing examples resemble this evolving story, 
the chatbot keeps producing syntactically 
correct language and coherent plots. The 
underlying language model must therefore 
rely on structures that are discovered on the 
training data but remain valid well beyond.

The collection of all meaningful pieces 
of text does indeed have a rich structure. 
Linguist Zellig Harris argued that the set of 
all syntactically correct English sentences 
can be generated from a few basic forms 
via a limited set of well-defined operators 
that may replace a word, change a tense, add 

location information, or make other adjust-
ments [2]. We can therefore imagine how 
we might generate a very rich set of mean-
ingful pieces of text using a comparatively 
small set of operators that are discovered by 
a training algorithm (see Figure 1, on page 
1). These operators can change the mean-
ing of a piece of text while still producing 
plausible, coherent sentences.

The Fiction Machine
“Fang, let us say, has a secret. A stranger 

knocks at his door. Fang makes up his mind 
to kill him. Naturally there are various pos-
sible outcomes. Fang can kill the intruder, 
the intruder can kill Fang, both can be saved, 
both can die and so on and so on. In Ts’ui 
Pen’s work, all the possible solutions occur, 
each one being the point of departure for 
other bifurcations.” — Jorge Luis Borges, 
“The Garden of Forking Paths” [1]

Imagine a long paper tape on which a few 
initial words are written. An apparatus scans 
the tape, then randomly picks an occur-
rence of this sequence from the hypotheti-
cal collection of plausible texts and prints 
the next word on the tape. Repeating this 
process adds increasingly more words to the 
tape while still ensuring that the generated 
sequence belongs to the set of meaningful 
texts. Each added word narrows the subset 
of possible continuations in our collection — 
thereby constraining the story, the charac-
ters, their roles, their ideas, and their futures. 
Yet at the same time, every word serves as 
a starting point for an infinite sequence of 
forks. A large language model acts as an 
approximation of this idealized machine.

At any instant, the imagined apparatus is 
about to generate a story that will be con-
strained by what is already printed on the 
tape. The ability to recognize the demands 
of a narrative is a flavor of intelligence that 
is distinct from knowledge of the truth. 
Although the machine must know what 
makes sense in the context of the develop-
ing story, what is true in the world of the 
story need not be true in our world. As new 
words are printed on the tape, the story fol-
lows fresh twists and turns, borrowing facts 
from the training data and filling in the gaps 
with plausible confabulations.

Rather than an artificial intelligence 
with perfect reasoning abilities and ency-
clopedic knowledge, an ideal language 
model is best visualized as a machine that 
prints fiction on a tape. Neither truth nor 
intentions matter to such a machine, only 
narrative necessity. 

Is this artificial intelligence a bait-and-
switch scheme? An answer demands more 
nuance. The fiction machine is a valuable 
tool for creative tasks like writing or coding, 
where users maintain ultimate responsibility 
for their creations. However, it falls short as 
a talking encyclopedia that is trustworthy 
and authoritative. For this type of task, we 
must turn the fiction machine into something 
that is factual, trustworthy, obedient, and 
polite — i.e., “aligned” with our wishes.

The Curse of Alignment
Present-day chatbots are pretrained as 

language models on a broad training corpus, 
then iteratively refined with curated data that 
illustrate both the qualities that we desire 
and those we want to avoid. This increasing-
ly complex alignment process has become a 
key ingredient of chatbot development.

We can turn the idealized fiction machine 
into an idealized aligned machine by swap-
ping the set of all meaningful texts for a 
subset that only contains texts with the 
desired qualities, such as stories that we 
believe to be factually true. However, many 
of the text transformation operators that 
structure the set of meaningful texts lose 
their utility within the subset of factual 
texts (see Figure 2). We cannot transform 
the sentence “The robbers left in a powerful 
blue sedan” into “The robbers left in a red 
pickup truck” while preserving factuality. 
The aligned machine cannot rely on such 
structural operators and must essentially 
memorize countless facts.

Can the machine at least deduce new facts 
based on ones it already knows? Only up to 
a certain point. Unlike those in the perfect 
world of mathematics, facts in our world 

always come with many untold caveats that 
we must know in order to reason correctly.

A practical fiction machine can output 
meaningful texts far beyond the envelope 
of its training data. In contrast, a practical 
aligned machine only knows the facts on 
which it has been trained. It hence requires 
extra training data to learn additional facts 
and constantly demands more and more 
money and computing power. This is the 
curse of alignment.

Of course, such machines do have some 
valuable uses. For instance, we could restrict 
the scope and train a machine that helps 
technicians diagnose and repair domes-
tic appliances. We could spend enough 
resources to build machines that assist 90 
percent of people 90 percent of the time, 
thus elevating our collective knowledge 
much like search engines did three decades 
ago. But unlike search engines, the fiction 
machine offers boundless possibilities.

Thinking With Fiction
While we may know the facts of a his-

torical battle, we can only truly understand 
them by imagining alternate timelines. 

Figure 2. The subset of factual text has a weaker structure than the set of all meaningful text. 
Operators that change a meaningful piece of text into another meaningful one do not neces-
sarily change a factual piece of text into another factual one. Figure courtesy of Léon Bottou.

Figure 3. Imagine a machine that tells the story of a machine that tells stories. Figure 
courtesy of Léon Bottou.

Hearing directly from working professionals about research, career opportuni-
ties, and general professional development can help students gain a better 

understanding of the workforce. SIAM facilitates such interactions through its 
Visiting Lecturer Program (VLP), which provides the SIAM community with a ros-
ter of experienced applied mathematicians and computational scientists in academia, 
industry, and government. Mathematical sciences students and faculty—including 
SIAM student chapters—can invite VLP speakers to their institutions to present 
about topics that are of interest to developing professional mathematicians. Talks 
can be given in person or virtually.

The SIAM Education Committee1 sponsors the VLP and recognizes the need for 
all members of our increasingly technological society to familiarize themselves with 
the applications and achievements of mathematics and computational science.

Points to consider in advance when deciding to host a visiting lecturer include the 
choice of dates; potential speakers and topics; and any additional or related activities, 
such as follow-up discussions. Organizers can reach out directly to speakers and must 
address these points when communicating with them. It is important to familiarize 
lecturers with their audience—including special interests or expectations—so that 
they can refine the scope of their talks, but just as crucial to accommodate speakers’ 
suggestions so the audience can capitalize on their experience and expertise. Read 
more about the program and view the current list of participants on the VLP webpage.2

1 https://www.siam.org/get-involved/connect-with-a-community/committees/
education-committee

2 https://www.siam.org/programs-initiatives/programs/visiting-lecturer-program

Take Advantage of 
SIAM’s Visiting Lecturer Program

Figure 4. Fresh anecdotal evidence of self-referential abilities from a variant of the DeepSeek-R1 
large language model, to be confirmed through replication. Figure courtesy of Léon Bottou.

See Fiction Machine on page 5
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medical settings, and power transmission. 
The cables—which are comprised of non-
conductive materials—consist of a glass 
or plastic core that is transparent to visible 
light and infrared wavelengths, surrounded 
by a layer of cladding material with a 
higher refractive index that prevents light 
from escaping. Light that travels down 
the core is thus guided through the fiber 
by a process called total internal reflec-
tion. While fiber-optic cables transmit light 
quite efficiently, the core is solid rather 
than a vacuum, which means that some of 
the light is scattered by small-scale density 
inhomogeneities in the material.1

Distributed acoustic sensing (DAS) 
exploits this effect. Researchers can mea-
sure minute changes in an optical fiber by 
sending two infrared laser pulses of slightly 
different wavelengths down the fiber, then 
comparing the phase difference between 
the emitted light and the scattered light 
that returns [3]. During an earthquake or 
other seismic event, vibrations stretch and 
compress the fiber, which in turn affects the 
scattering measurements.

The phase difference is linearly depen-
dent on the strain in the fiber:

∆Φ=
4π ψ

λ

nx
tg

xx ( , ),x
 

where

xx xx xx= =
∂
∂

−[ ] ( )[ ]
X
x X

is the longitudinal component of the strain 
tensor. The index of refraction n and 
Pockels coefficient y are both measurable 
physical properties of the fiber material. 
The wavelength l is determined by the beat 
frequency between the two pulses of light, 
and xg 1 is the gauge length: effectively 
the sampling distance between two “detec-
tors,” as though the cable is an (imaginary) 
set of discrete detectors.

DAS can provide meter-scale seismic 
detections that allow researchers to charac-
terize small earthquakes and other tremors 
in places that cannot accommodate ordinary 
seismometers. Since fiber-optic cables are 
not sensitive to extreme temperature or 
electrical interference, they are useable in 
volcanic regions or across glaciers. And 
while the barriers to seismometer place-
ment are sometimes logistical rather than 
geological, optical fibers might already be 
present in certain regions of interest.

“It’s really hard to put seismometers in 
urban settings because you have to talk 
to individual landowners,” Hudson said. 
“Whereas if you want to instrument an 
entire city [with DAS], you just have to talk 
to a telecoms company — theoretically. 
We’re a little way from being able to instru-
ment a whole city.”

The Frontier Observatory for Research 
in Geothermal Energy2 in Utah perma-
nently installed a fiber-optic cable on the 
side of a 1.2-kilometer-deep borehole, 
which allowed Hudson and his collabora-

1 In physics terms, this phenomenon is 
known as Rayleigh scattering. It is the same 
process that makes the sky appear blue.

2 https://utahforge.com

Seismology
Continued from page 1

tors to perform tests without building any 
new infrastructure. To analyze the 2023 
Svartsengi eruption—for which placing 
seismometers in the field would have been 
too hazardous—the team used data from a 
geothermal energy company’s existing opti-
cal fiber that ran alongside a nearby road.

Cover the Earth                    
(With Seismic Detectors)

Despite their promise, fiber optics are not 
a replacement for other types of seismom-
eters. While DAS can measure strain in one 
dimension along the length of an optical 
fiber, modern seismometers measure veloci-
ties and/or accelerations in three dimensions 
(in physics terms, strain is the spatial deriva-
tive of the displacement from a seismic 
event, and velocity is a time derivative of 
that displacement). In addition to distinc-
tions in data type, these sources produce 
strikingly different amounts of data. For 
instance, a single kilometer-long fiber pro-
vides 1,000 data channels, whereas research-
ers might only be able to deploy roughly 
five seismometers in a given region. The 
measurements are therefore complementary 
in many ways, as each has its own strengths.

Hudson and his colleagues addressed the 
processing of signals from arbitrary fiber 
configurations, as well as from networks 
that include both DAS and ordinary seis-
mometers. Each detection method experi-
ences environmental noise, but DAS creates 
much more instrumental noise than seis-
mometers simply due to the associated phys-
ics. As such, scientists must juggle vary-
ing signal-to-noise ratios between different 
components of the heterogeneous network.

“Fiber-optic data is quite noisy, but there’s 
a lot of it,” Hudson said. “Seismometers are 
more sensitive, but there are fewer of them. 
Balancing that is really tough, and our algo-
rithm seeks to do so in a physically moti-
vated way. We effectively allow the more 
sensitive instruments to contribute more.”

The algorithm, which is implementable 
via the open-source software package 
QuakeMigrate,3 is triggered when detectors 
pick up a coherent signal of an earthquake 
or other seismic event that is sharply peaked 
in space or time (rather than random vibra-
tions). It uses the phase and amplitude from 
all data channels—weighted appropriately to 
balance seismometers with fiber optics, if the 
system includes both—in a process known 
as back-migration to track the three-dimen-
sional spatial location of the original event 
and determine when it began (see Figure 2).

Fire and Ice
Earthquakes and volcanic eruptions are 

the most urgent seismic events to study in 
terms of disaster management and prepared-
ness. However, Hudson also recognized the 
need for better data to fully understand the 
risks of induced seismicity: smaller quakes 
that stem from human activity, such as 
hydraulic fracking to extract oil and natural 
gas from rock, or certain types of geothermal 
energy production that require drilling [1].

“If you’re going to do geothermal [ener-
gy] at scale, you’ll need your geother-
mal near cities because you don’t want to 
transport all of that energy inefficiently,” 

3 https://github.com/QuakeMigrate/
QuakeMigrate

Hudson said. “As you do that, there will 
be more conflicts [between] society and 
energy producers [since] geothermal [has] 
its own risks of induced seismicity. The 
more sensors near urban settings, the better 
we understand the risk and mitigate for it.”

In actuality, Hudson’s primary profes-
sional interest is cryoseismology—the study 
of seismic activity that is generated by mov-
ing ice—which can help scientists anticipate 
potential future sea level rise. As glaciers 
slide across bedrock, they cause their own 
earthquakes; measuring the resulting waves 
is one of the few possible ways to probe 
the situation beneath the ice. “We can use 
this seismicity to quantify the friction at the 
interface [between ice and rock],” Hudson 
said. “The friction at that interface controls 
how fast the ice slides into the ocean.”

These wide-ranging applications, which 
encompass natural and artificial disasters 
both large and small, have inspired Hudson 
and his collaborators to keep their approach 
as general as possible. He hopes that other 
researchers will be able to extend and 
improve the algorithm, ultimately finding 
ways to apply it to a wide range of systems. 

“I tried to write the paper in a way that 
formulates the problem, rather than just 
the algorithm,” Hudson said. “I haven’t 
taken the step of integrating this algorithm 
into earthquake early warning systems, for 
example, but I’ve provided the building 
blocks for someone else to do that.”
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Figure 1. 2023 eruption of part of the Svartsengi volcano system near the town of Grindavík, 
Iceland. Figure courtesy of Halldór Björnsson/Icelandic Meteorological Office. 

Figure 2. Diagram that demonstrates back-migration of a seismic signal. In this simplified 
example, an underground source produces a wave that propagates in all directions. After a certain 
amount of time, a set of seismographs on the Earth’s surface measure the attenuated wave, then 
reconstruct where the event occurred and how much energy it emitted. Figure courtesy of [2].
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real. While these are indirect accounts of 
our own observations at best, such indirec-
tions do not matter. The fiction machine 
creates its imaginary inner self in response 
to pressure to conform to the demands or 
rewards of an outer world, real or fictional. 
We can arrange and optimize such rewards 
and already see large language models 
acquiring some self-referential abilities (see 
Figure 4, on page 3). Will they someday say 
“cogito, ergo sum,”1 as we do?

Epilogue
This article itself is only a story. Although 

it features neither superintelligence nor 
apocalypse, we believe that it provides a 
useful lens with which to clarify the evolv-
ing state of artificial intelligence — and 
eventually understand a few things about 
intelligence in general.

1 That is, “I think, therefore I am.”

What if the general had made a different 
choice? What if the weather had been more 
clement? We rarely draw on our own per-
sonal experiences to answer such questions; 
instead, we might consider what we have 
previously read about battles — including 
fictional ones. We understand the causal 
structure of true facts by conjuring coun-
terfactual scenarios that we complete with 
more fiction. Indeed, we must accept that 
we ourselves are fiction machines.

Very different stories may connect to the 
same factual events. We might understand 
the weather based on stories about the moods 
of the gods, partial differential equations that 
model atmospheric circulation patterns, or 
the commerce of cold and warm air masses. 
Yet unlike electronic fiction machines, we 
pay a price and sometimes endanger our 
survival when we invoke the wrong mythol-

ogy. Real-world facts quickly teach us which 
stories we can or cannot use to guide our 
actions given certain circumstances. This 
process also comprises the heart of the sci-
entific method; incorrect theories are pruned 
away by experimental findings.

The scientific method suggests a strict 
separation between the formulation of theo-
ries and the production of validation experi-
ments. Must we pair the fiction machine with 
a separate machine to oversee experimental 
validation? Rather, imagine a machine that 
tells the story of a machine that tells stories 
(see Figure 3, on page 3). The inner machine 
puts forth theories that the fiction machine 
confronts with what it deems to be facts, 
according to what we marked as factual on 
the tape. This machine only knows the world 
through our input but can nonetheless discuss 
the subtleties of experimental validation.

However, the facts that the machine takes 
as real are merely stories that we claim are 

Fiction Machine
Continued from page 3

SIAM Webinar Examines Recent U.S. Federal Actions 
and Outlook for the Applied Mathematics Community
By Jillian Kunze

The U.S. research community is cur-
rently facing a great deal of uncertainty 

regarding the future of federal scientific 
funding, reductions in the federal workforce, 
and changes to research priorities under the 
Trump administration. Throughout these 
challenges, SIAM remains committed to 
its mission of supporting the entire applied 
mathematics and computational science 
research community. The Society is dedi-
cated to continued advocacy for sound sci-
ence policy and federal funding to support 
critical research and workforce programs, 
and aims to ensure that its members’ goals 
and priorities are reflected in this space.

On March 10, SIAM hosted an hour-
long webinar that featured its government 
relations partners, Lewis-Burke Associates 
LLC,1 to provide an update on ongo-
ing federal actions, activities, and priori-
ties that impact the scientific community. 
Alejandro Aceves of Southern Methodist 
University—SIAM’s Vice President for 
Science Policy and chair of the SIAM 
Committee on Science Policy2 (CSP)—
welcomed the virtual audience and 
introduced Miriam Quintal, a Managing 
Principal at Lewis-Burke, who presented a 
comprehensive overview of recent shifts in 
the federal government.

Lewis-Burke Associates has represented 
SIAM in Washington, D.C., since 2001 and 
promotes the Society’s interests across vari-
ous U.S. federal departments and institutes. 
Quintal began by acknowledging the desta-
bilizing impacts of the mercurial federal 
landscape. “I’m going to talk about what 
you can be doing and what we are doing to 
advance the priorities of the community,” 
she said. “We try to be nonpartisan and 
highly adaptable as government and client 
interests evolve.” During the second half 
of the session, Quintal joined Aceves and 

1  https://lewis-burke.com
2   https://www.siam.org/get-involved/connect-

with-a-community/committees/committee-on-
science-policy-csp

SIAM Chief Executive Officer Suzanne 
Weekes to respond to audience questions.

The Federal Landscape            
for Science Policy

In the November 2024 U.S. elec-
tion, Republicans gained control of the 
White House, Senate, and House of 
Representatives; however, the narrow 
Republican majority in the House makes 
it relatively difficult for the party to pass 
broad legislation without Democratic sup-
port. While the new administration has 
been attempting to quickly implement a 
number of partisan initiatives, some fac-
tors may slow its efforts. Quintal pointed 
out several noteworthy action areas that 
contribute to the current political landscape: 
executive orders, agency personnel and 
policy, reconciliation, budget processes and 
appropriations, and opportunity spaces for 
growing areas of research (see Figure 1).

Over the past few months, U.S. President 
Donald Trump has used executive orders 
to fulfill his campaign priorities—span-
ning issues such as immigration; energy; 
and equity, diversity, and inclusion—and 
deeply affect the federal workforce [2]. 
Particularly alarming for the research com-
munity has been an effort to dramati-
cally reduce the workforce at government 
agencies and cancel existing grants and 
contracts [1]. The scrutiny on facilities and 
administrative costs within research grants 
is also causing financial concerns at scien-
tific institutions. However, many executive 
orders are being disputed in court by state 
attorney generals and outside groups, and 
some have been placed on hold — leading 
to even more uncertainty.

In the coming months, the Trump admin-
istration is expected to emphasize certain 
research and development priorities and 
devalue others. Officials have claimed a 
sustained focus on global competitiveness 
and national security, particularly in criti-
cal and emerging technologies — includ-
ing some that are important to the SIAM 
community, such as artificial intelligence 

(AI) and quantum science. An increased 
emphasis on energy dominance is directing 
attention towards fossil fuels and mining, 
and away from clean energy and climate 
science. In health science, priorities appear 
to be shifting towards chronic diseases, 
preventative health, alternative therapies, 
and AI in healthcare, with a reduced inter-
est in infectious diseases and health dis-
parities. This give-and-take between dis-
ciplines that are coming in and out of 
favor is playing out among various federal 
agencies. “All of these priorities are in the 
broader context of reducing federal fund-
ing overall,” Quintal said.

Numerous cabinet and advisory nomi-
nations will influence the science policy 
sphere, and Lewis-Burke and the SIAM 
CSP have already engaged with several 
incoming agency leaders in their past or 
present roles. Some appointees may poten-
tially share interests with the SIAM com-
munity; for instance, Michael Kratsios—
the nominee for director of the Office of 
Science and Technology Policy (OSTP)—
has a background in AI, as does much of 
the OSTP staff. Quintal identified relevant 
major legislation to watch in the ongo-
ing congressional term, including the reau-

thorization of the National Institutes of 
Health (NIH) and the National Defense 
Authorization Act (see Figure 2, on page 7).

Another way in which federal policy 
impacts the scientific landscape is through 
budget and appropriations. The fiscal year 
(FY) 2025 appropriations process has been 
in flux, causing a threat of a possible gov-
ernment shutdown that loomed over the 
March 10 webinar. Nevertheless, prepara-
tions for FY 2026 are also underway. “As 
a community, we are thinking about our 
messages and priorities for that 2026 budget 
and appropriations process,” Quintal said. 
The FY 2026 appropriations proceedings—
which will determine spending levels for 
federal agencies, including those of interest 
to the SIAM community—are just begin-
ning and will continue through October. 
Republicans will also attempt to use a bud-
get reconciliation procedure to pass a tax 
bill without any Democratic votes in favor 
[3]. That process will thus be a major focal 
point for Republicans as they seek to enable 
tax changes—including a potential tax on 
graduate student fellowships—and further 
the administration’s priorities on energy, 
immigration, defense, and other areas.

Concerns From the              
SIAM Community

The webinar provided an opportunity 
for members of the SIAM community to 
ask questions about their specific con-
cerns, including the potential reversion 
of established initiatives from previous 
administrations. While the future of the 
Creating Helpful Incentives to Produce 
Semiconductors (CHIPS) and Science Act3 
is somewhat uncertain, Quintal affirmed that 
the act does have fairly broad bipartisan sup-
port in Congress [4]. Attendees also inquired 

3 https://www.congress.gov/bill/117th-
congress/house-bill/4346

In March, the SIAM Webinar on U.S. Federal Actions addressed the current administration’s 
impact on research and science policy. Clockwise from top left: Miriam Quintal of Lewis-
Burke Associates LLC, SIAM Vice President for Science Policy Alejandro Aceves of Southern 
Methodist University, and SIAM Chief Executive Officer Suzanne Weekes.

See Federal Actions on page 7

Figure 1. Ongoing changes under the current U.S. presidential administration and congressional term fall into several buckets. Figure 
courtesy of Miriam Quintal and Lewis-Burke Associates LLC.
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CSE25 Panel Explores Entrepreneurship Prospects 
in Computational Science and Engineering
By Lina Sorg

As junior researchers in applied math-
ematics, computational science, and 

data science prepare to enter the workforce, 
a variety of career possibilities await them. 
In addition to the more conventional paths 
in academia, industry, and government, the 
prospect of entrepreneurship offers unique 
opportunities for ambitious scientists with 
big ideas that may benefit the larger com-
munity. Innovations in hardware and soft-
ware—coupled with ongoing advances in 
artificial intelligence (AI) and an increasing 
reliance on digital technologies—mean that 
the concept-to-value packaging of scien-
tific tools can occur more rapidly than ever. 
This changing landscape has lowered the 
barrier to entry for the mathematical and 
computational product market, paving the 
way for new math-based technologies that 
target complex societal, economic, and 
industrial challenges.

During the 2025 SIAM Conference on 
Computational Science and Engineering,1 
which took place last month in Fort Worth, 
Texas, a panel session2 explored the world 
of entrepreneurship in science, technolo-
gy, engineering, and mathematics (STEM). 
Amr El-Bakry of ExxonMobil3 moderated 
an engaging discussion that featured Glenn 
Ricart of US Ignite4 and the University of 
Utah, Rob Schreiber of Cerebras Systems,5 
Daniel Shabtai of Prism AI Therapeutics,6 
and Viral Shah of JuliaHub.7 Throughout 
the session, panelists spoke about their own 
entrepreneurial endeavors and offered advice 
to attendees who might wish to start their 
own companies or package novel products.

El-Bakry opened the conversation by 
familiarizing attendees with the notion of 
entrepreneurship. Though many defini-
tions exist for the enterprise, he feels that 
Wikipedia’s description accurately cap-
tures its risk-reward, value-based spirit: 
Entrepreneurship is the creation or extrac-
tion of economic value in ways that gener-
ally entail beyond the minimal amount of 
risk (assumed by a traditional business), 
and potentially involving values besides 
simply economic ones.8 “There is something 
new,” El-Bakry said. “There is a risk that 
needs to be taken, a big change that is the 
outcome of the particular activity, and a 
value for that outcome.”

1 https://www.siam.org/conferences-events/
past-event-archive/cse25

2 https://meetings.siam.org/sess/dsp_pro
gramsess.cfm?SESSIONCODE=83065

3 https://corporate.exxonmobil.com
4 https://www.us-ignite.org
5 https://cerebras.ai
6 https://www.prism-ai.com
7 https://juliahub.com
8 https://en.wikipedia.org/wiki/Entrepre 

neurship

El-Bakry pointed to the enormous wealth 
of untapped mathematical technology as 
inspiration for aspiring entrepreneurs. As 
new, useful products continue to enter 
the market, computational scientists and 
applied mathematicians are uniquely situat-
ed to build upon these products and develop 
other commodities that help with decision-
making and problem-solving. This persis-
tent evolutionary loop is changing the role 
of STEM researchers in industry and gener-
ating newfound opportunities. “Math is the 
money,” El-Bakry said. “You’re packaging 
a math formulation into an actual value. It’s 
an amazing progression.”

With substantial experi-
ence in academia, govern-
ment, for-profit companies, 
and now a nonprofit startup, 
Ricart has witnessed this pro-
gression firsthand. He noted 
that despite changes to the research envi-
ronment over the years, entrepreneurial 
success remains dependent on market value. 
“Markets are kind of the important thing,” 
he said, citing the necessity of both a clear 
need and a willing customer base. “You 
have to find an underserved market — 
someplace that needs what you can provide 
and isn’t already fully occupied.”

As co-founder and chief technology offi-
cer of US Ignite—a company that works 
with communities, startups, military bases, 
and researchers to solve problems in tech-
nological innovation and economic devel-
opment—Ricart is acutely aware of both 
current and projected market trends. He 
identified energy, air quality, transporta-
tion, and education as distinct markets that 
will likely benefit from novel, patentable 
technologies in the coming years. Ricart 
also acknowledged a number of tools and 
research fields that industrial scientists can 
harness and improve upon. “Quantum net-
working is a very important and rapidly 
moving area right now,” he said. “And if 
you’re into AI, there are things underlying 
large language models called transform-
ers.” Privacy is another key focus area, 
as users increasingly want their devices 
to retain a certain level of confidentiality 
regarding their data.

When would-be entrepreneurs prepare 
to pitch their concepts to the appropriate 
markets, effective idea sharing is perhaps 
the most influential driver of their efforts. 
“Get your ideas out into the marketplace,” 
Schreiber said. “That’s a terrific reason to 
get involved with new companies; old com-
panies are very slow moving.” Schreiber 
is no stranger to startups, having engaged 
with four—TRW Array Processors, Saxpy 
Computer Corporation, MasPar Computer 
Corporation, and most recently Cerebras—
throughout his career. He remarked that 

prospective investors are typically con-
cerned with several specific types of risks: 
market, technical, management, and finan-
cial. Market risk is often the most signifi-
cant, as venture capitalists generally want 
to ensure that a product is sustainable before 
providing significant funds.

Strong initial investments are critical, and 
Schreiber cautioned against using one’s own 
reserves to start a company. “Don’t fund this 
out of your own pocket,” he said. “If you 
can’t get funding from people who do that 
for a living, there might be a reason. Look to 
your business plan, not your 401(k).”

In fact, entrepreneurs fre-
quently reassess their busi-
ness proposals—especially 
in the early stages of devel-
opment—and Shah observed 
that the journey from idea to 
product is rarely direct. “You 

have to solve the inverse problem,” he said. 
“The product out there that people will pay 
for is not the one that you imagined. This is 
where many startups die; it’s what makes 
entrepreneurship hard.” In some cases, sev-
eral potential implementations might seem 
to fit the vision. “The inverse problem 
can have many solutions,” Shah continued, 
pointing to the multitude of questions that 
shape the decision-making process. Do you 
build a product or a platform? Will it sell 
itself? Do you need salespeople? Given 
the importance of such queries, entrepre-
neurs should solicit routine feedback from 
prospective investors and customers, then 
adjust their plans accordingly.

Another source of valuable input is a 
startup’s own employees. As such, hir-
ing a balanced team facilitates stronger 
brainstorming sessions and enables effec-

CAREERS IN 
MATHEMATICAL 

SCIENCES   

tive task delegation — especially since 
the startup world is far too demand-
ing for a single person on their own. 
“Entrepreneurship is not a solo game,” 
Shah said. “It’s a team sport. If you’re 
going to do this, you’ll need friends and 
partners who complement you in different 
ways.” These individuals’ skillsets should 
comprise a mix of technical and interper-
sonal proficiencies, marketing experience, 
and management expertise. “You don’t 
want ‘yes men’ who agree with everything 
you say,” Shah added. “You want people 
who will challenge you.”

Shah spoke highly of the managers, 
salespeople, and technical engineers who 
allowed him and his colleagues to develop 
the Julia programming language9 and ulti-
mately found JuliaHub. He explained that 
while Julia began as an open-source eco-
system, the team eventually decided that 
the true value did not necessarily lie in Julia 
itself, but rather in the creation of model-
ing and simulation products with Julia. 
They thus chose to build a platform, and 
JuliaHub was born. The enterprise contin-
ues to grow—JuliaHub now includes mul-
tiple platforms as product offerings—and 
Shah and his collaborators are in the process 
of launching a simulation product called 
JuliaSim10 that targets engineers.

Shabtai also credited his talented associ-
ates for the success of Prism AI: an AI-first 
clinical multiomics data management and 
analytics platform that aims to expedite 
the development of next-generation drugs 
and biomarkers. Prism AI applies vari-
ous AI technologies—including supervised

9 https://julialang.org
10 https://juliahub.com/products/juliasim

See Entrepreneurship on page 8

During a panel session about entrepreneurship at the 2025 SIAM Conference on Computational 
Science and Engineering, which took place in March in Fort Worth, Texas, a group of research-
ers spoke about their individual experiences with startup companies and shared advice for 
aspiring entrepreneurs. From left to right: panelists Glenn Ricart of US Ignite and the University 
of Utah, Rob Schreiber of Cerebras Systems, Daniel Shabtai of Prism AI Therapeutics, Viral 
Shah of JuliaHub, and moderator Amr El-Bakry of ExxonMobil. SIAM photo.
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writing these proposals can be a valuable 
scientific exercise, and opportunities are 
always worth pursuing. “One of the bene-
fits of writing proposals is to broaden your 
ideas,” he said. “My overall recommenda-
tion is to keep putting your ideas forward 
and be collaborative.”

SIAM’s Advocacy Efforts
At the upcoming SIAM CSP meeting in 

early April, committee members will meet 
with federal agency representatives and 
congressional offices on Capitol Hill to 
discuss the SIAM community’s priorities 
for the upcoming FY and advocate for the 
importance of specific federal initiatives 
and departments, such as the U.S. National 
Science Foundation, NIH, Department 
of Energy’s Office of Science, and basic 
research at the Department of Defense. 
Furthermore, the CSP plans to respond to 
the OSTP’s Request for Information on the 
Development of an AI Action Plan9 and 
detail requirements in terms of research, 
infrastructure, workforce, and education.

9 https://www.federalregister.gov/docume
nts/2025/02/06/2025-02305/request-for-infor
mation-on-the-development-of-an-artificial-
intelligence-ai-action-plan

about the Nelson Memo,4 which encourages 
equitable public access to the outputs of fed-
erally funded research. The memo currently 
still stands, but its future is unclear.

One major point of discussion was the 
potential deletion of federal data that is nec-
essary for scientific research. Participants 
shared that the Massachusetts Institute of 
Technology Libraries provide instructions5 
for retaining access to government data for 
research purposes, and several organizations 
and archives—including the Data Rescue 
Project,6 Harvard Law School’s Library 
Innovation Lab,7 and DataLumos8—are 
working to preserve at-risk federal data.

Finally, an attendee asked whether it 
is still worthwhile for junior faculty to 
apply for federal grants. Aceves noted that 

4 https://libguides.princeton.edu/Scholarly
Communication/ostp-memo

5  https://libraries.mit.edu/data-management/
store/backups/checklist-usa

6 https://www.datarescueproject.org/about-
data-rescue-project

7 https://source.coop/repositories/harvard-
lil/gov-data/description

8    https://archive.icpsr.umich.edu/datalumos/
home

Federal Actions
Continued from page 5

As needed, SIAM and Lewis-Burke will 
engage with relevant legislation on topics 
like quantum science, AI, tax impacts on 
graduate education, and high-skilled immi-
gration. SIAM also works closely with other 
advocacy groups and mathematics societies 
that share an interest in these issues. “We 
are trying to be part of coalitions where we 
can,” Quintal said. “How can we ensure that 
SIAM is at the table for these discussions?”

Opportunities for Involvement
Quintal, Aceves, and Weekes all encour-

aged attendees to engage with their con-
gressional representatives about issues of 
concern or opportunities of interest. “Share 
the things that you’re concerned about, but 
keep it personal to what you’re an expert in 
and what you’re impacted by,” Quintal said. 
“Whenever you can talk about your own 
story and stories that are really local, that 
makes the most impact.” The SIAM Science 
Policy webpage10 provides instructions on 
how to contact one’s senator and House of 
Representatives member, as well as addi-
tional resources such as prior SIAM testi-
monies and position statements. Interested 
individuals can also get involved with the 
SIAM CSP11 or apply for the SIAM Science 
Policy Fellowship Program.12 

Various platforms offer comprehensive 
sources of information about ongoing devel-
opments in science policy. For instance, 
Science maintains a Trump Tracker13 with 
frequent news roundups, and the University 
of California San Diego hosts a list of track-
ing tools14 related to the U.S. government. 
Given the rapid changes in policies and pro-
cedures, Quintal asked attendees to be gra-

10  https://www.siam.org/programs-initiatives/
science-policy

11 https://www.siam.org/about-us/governance-
leadership/leadership-suggestions

12 https://www.siam.org/programs-initiatives/
programs/siam-science-policy-fellowship-pro
gram

13 https://www.science.org/topic/tags/trump-
tracker

14 https://ucsd.libguides.com/usgov/trump
trackers

cious as they interact with scientific offices 
at the federal level. “Please be patient with 
your federal partners and program officers,” 
she said. “They are facing a lot of impacts 
and dealing with a really uncertain time.”

SIAM would like to hear from community 
members who have been affected by federal 
funding changes and other administrative 
actions; as such, the Society has created an 
online form15 through which individuals can 
share this information (either with or with-
out personally identifying details). These 
stories will help inform SIAM’s future ini-
tiatives, activities, and advocacy. “We have 
to be proactive to shape the outcomes, advo-
cate for the community, and affect the things 
that are important for us,” Quintal said.
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Spirals whose curvatures are exponential 
functions of the arclength are denser 

near their centers than logarithmic spirals 
(see Figure 1). I stumbled upon these expo-
nential spirals thanks to an inspiring conver-
sation with mathematician Tadashi Tokieda.

In a previous SIAM News article, I dis-
cussed the following parody of the sling [1]. 
If we want to spin a stone (held by a rope) 
in a circle with a hand that is spinning in a 
smaller concentric circle—where the rope 
forms a fixed angle α π> /2 with the hand’s 
velocity—then we must accelerate the hand 
in direct proportion to its speed: v cv= 2 
(with some c= const. that depends on the 
circles’ radii and on a). Such v v t= ( ) blows 
up in finite time, meaning that maintaining 
constant a is possible only for that long.

Here is a reasonable modification of the 
problem: What path must my hand take if I 
no longer insist on moving it in a circle, but 
instead move it with constant speed (say, 

the initial angular velocity of 
the pendulum.

I omit the proof, which 
available upon request.

Some Observations
1. If a is obtuse (as in Figure 

2) so that the pendulum lags, 
then k s( )→∞ 
as s→∞ acc-
ording to (1). 
The pivot moves 
in a tightening 
spiral to keep 
a= const.

2. The curvature k  plays a 
double role in that it is also 
the angular velocity of the rod. Indeed, the 
angle between the rod and the velocity vP  
is constant. For obtuse a, k  grows exponen-
tially — as does the angular velocity of the 
rod. The bob then spirals towards a circle 
of radius r, while P  spirals towards a point. 
And since the bob’s speed approaches 
infinity, so does the force with which the 
hand at P  pulls on the rod.

3. The hand that holds P  expends power 
(work per unit of time) given by -T cos ,a  
where T  is the tension of the rod. Note 
that the hand does work thanks to the fact 
that the velocity of P  has nonzero projec-
tion onto the direction of the force, i.e., the 
direction of the rod. When swinging an axe 
overhead while splitting wood, we give the 
axe its kinetic energy by exactly the same 
mechanism.2 This is also how one can 
throw a stick with great speed.

2 Except, perhaps, for the initial part of 
the swing when one applies torque to the 
handle to begin the swing.

Some Questions
1. At what rate do the coils of an exponen-

tial spiral accumulate? (Providing a precise 
meaning of this rate is part of the question.)

2. Does an exponential spiral have an 
asymptote? More generally, consider a curve 
that is defined by its curvature k k s= ( ). 
How fast must k  approach 0 as s→∞ (or 
−∞) for the curve to have an asymptote?

Do exponential spirals arise in any other 
settings? It would seem likely that such 
natural objects exist somewhere in nature, 
but I couldn’t find any other examples.
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v =1) while still keeping a= const.?1 An 
exponential spiral turns out to be the answer, 
and the following is a precise statement:

Tracking at a Constant Angle
Consider a pendulum (i.e., a point mass 

on a massless rod) in a plane, with no grav-
ity (see Figure 2). If the pivot P moves with 
constant speed v =1 in such 
a way as to keep the angle a 
in Figure 2 constant, then the 
path of P  is an exponential 
spiral with curvature

k e as= −w0 ,   where  a
r

=
cos

.
a

     (1)

Here, s t=  is the arclength= time (recall 
that v =1 ), r  is the rod length, and w0 is 

1 As before, a is the angle between the 
hand’s velocity vector and the rope.

Slings and Spirals

MATHEMATICAL 
CURIOSITIES
By Mark Levi

Figure 1. The exponential spiral (1a) looks much denser near its center than the logarithmic 
spiral (1b). In particular, the length around the center of the exponential spiral lying inside any 
disk is infinite, in contrast to the logarithmic spiral.

Figure 2. If P  moves with constant speed to keep a= const., 
then the curvature of P’s path is an exponential function of 
time (and thus of arclength).

Figure 2. The current U.S. congressional term will address a number of major legislative 
issues, several of which are of interest to the SIAM community. Figure courtesy of Miriam 
Quintal and Lewis-Burke Associates LLC.
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By Rafael Ceja Ayala                    
and Maurice Fabien

Last summer, the Institute for 
Computational and Experimental 

Research in Mathematics1 (ICERM) hosted 
a workshop on “Empowering a Diverse 
Computational Mathematics Research 
Community.”2 This initiative, which was 
run in collaboration with SIAM, aimed to 
foster inclusivity and broad participation 
in the field of computational mathematics. 
Over the course of two weeks, more than 
40 junior and mid-career attendees engaged 
in a variety of research, mentorship, net-
working, collaboration, and professional 
development exercises to break barriers, 
build bridges, form new scientific partner-
ships, and ultimately support groups that are 
historically underrepresented in the field.

Applied and computational mathemat-
ics offer an assortment of critical tools 
that researchers can use to tackle real-
world problems. However, we feel that 
the field continues to face challenges in 
the advancement of equity, diversity, and 
inclusion (EDI). The workshop—which 
took place at ICERM’s headquarters in 
Providence, RI, with financial support from 
SIAM—sought to promote EDI in aca-
demia and industry by providing a platform 
for researchers from various backgrounds 
to share ideas, work together on projects, 
and learn from leaders and experts in the 
community. As participants, we benefited 
from the perspectives of experienced fac-
ulty and industry mathematicians while 
also incorporating our own viewpoints and 
experiences into the dialogue. This produc-
tive exchange of ideas between presenters 
and attendees influenced everyone’s views, 
skillsets, and future pursuits.

The workshop featured an array of 
activities, including keynote presentations, 
panel discussions, and research group col-
laborations. For instance, Kate Evans of 
Oak Ridge National Laboratory spoke 
about the importance of computational and 
applied mathematics in industry, shared 
key insights about employment at the 
national laboratories, and emphasized the 
value of diversity in laboratory settings. 
Edward Walker—a justice, equity, diver-

1 https://icerm.brown.edu
2 https://icerm.brown.edu/program/topic

al_workshop/tw-24-edmc

• Stability analysis of mixed model 
additive Runge-Kutta methods

• Reduced order modeling for kinetic 
models and applications 

• Low-rank tensor methods for high-
dimensional multiscale multiphysics partial 
differential equation models.

Attendees advanced their knowledge in 
these respective areas while laying the 
foundation for future projects and publica-
tions. As a follow up to the workshop, some 
participants are organizing a special session 
at the Third Joint SIAM/CAIMS Annual 
Meetings,3 which will take place from 
July 28 to August 1 in Montréal, Québec, 
Canada. During this session, each research 
group will present its progress over the past 
year. SIAM has committed to providing 
travel support for one speaker per group to 
further the outcomes of this event.

The workshop on “Empowering a Diverse 
Computational Mathematics Research 
Community” was an invaluable opportunity 
for early-career scientists to deeply engage 
with cutting-edge research problems, culti-
vate new collaborations, and improve their 
technical and interpersonal skills. Unique 
professional development experiences 
broadened participants’ understanding of 
the challenges and opportunities that exist 
within academia and industry, and we are 
thankful to ICERM and SIAM for allowing 
us to meet brilliant minds, form lifelong 
friendships, and extend our academic and 

3  https://www.siam.org/conferences-events/
siam-conferences/an25

professional networks. Diversity has the 
power to drive innovation, and empower-
ing underrepresented voices paves the way 
for a more inclusive research culture. This 
workshop served as a beacon of progress to 
remind the scientific world that inclusivity 
is not just a goal, but a necessity for a thriv-
ing future in computational mathematics, 
and we hope that other scientific communi-
ties will follow suit.

Acknowledgments: The success of the 
“Empowering a Diverse Computational 
Mathematics Research Community” work-
shop was made possible by the generos-
ity of ICERM, with support from SIAM 
and dedicated organizers Vrushali Bokil of 
Oregon State University, Sigal Gottlieb of 
the University of Massachusetts Dartmouth, 
Fengyan Li of Rensselaer Polytechnic 
Institute, and Suzanne Weekes of SIAM.

Rafael Ceja Ayala is a Presidential 
Postdoctoral Fellow in the School of 
Mathematical and Statistical Sciences at 
Arizona State University. His research 
interests include direct and inverse prob-
lems for partial differential equations, 
direct and inverse scattering, transmis-
sion eigenvalue problems, and qualitative 
reconstruction methods. Maurice Fabien is 
an assistant professor in the Department of 
Mathematics at the University of Wisconsin-
Madison. His primary research interests 
are high-performance parallel computing, 
numerical methods for partial differential 
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sity, and inclusion consultant—led several 
sessions on navigating workplace chal-
lenges and suggested tactics for effective 
communication and conflict resolution. 
Walker urged participants to prioritize and 
convey their needs in the workplace, as 
it is especially important for early-career 
mathematicians and aspiring faculty from 
minority groups to prepare for difficult or 
unspoken situations that may arise during 
their professional journeys.

The workshop also involved a series 
of professional development events that 
addressed additional aspects of computa-
tional mathematics careers. For instance, a 
panel about effective mentorship highlight-
ed strategies that nurture impactful mentor-
mentee relationships, while a session on 
negotiation skills provided tools to help 
individuals navigate job offers and secure 
funding. Work-life balance was another key 
topic of discussion, and panelists explored 
various ways that busy researchers can 
maintain both personal wellbeing and pro-
fessional productivity — especially in the 
early stages of their careers.

Community-building conversations, 
which took place directly after each pre-
sentation and panel, allowed participants 
to contribute their own perspectives, views, 
and experiences. This inclusive dynamic 
encouraged all attendees to listen to and 
learn from each other, thus promoting the 
exchange of ideas between graduate stu-
dents, postdoctoral researchers, faculty, and 
industry professionals.

Because one of the workshop’s main 
goals was to advance substantive research 
in computational mathematics, the organiz-
ers split participants into seven research 
groups that collaboratively tackled interest-
ing mathematical problems. Each group 
comprised graduate students, postdoctoral 
scholars, faculty members, and industry 
experts to foster cross-generational mentor-
ship and knowledge exchange. The groups’ 
distinct themes covered a wide spectrum of 
topics, including the following:

• Inverse problems and uncertainty 
quantification in imaging applications

• Compatible discretizations for nonlin-
ear optical phenomena

• Modeling and numerical simulation 
of microswimmers in confined domains

• Agnostic numerical filters based on 
convolution 

ICERM-SIAM Workshop Strengthens the 
Computational Mathematics Research Community

Junior and mid-career researchers gathered at the Institute for Computational and Experimental 
Research in Mathematics (ICERM) last summer to attend the ICERM-SIAM workshop on 
“Empowering a Diverse Computational Mathematics Research Community.” Though a 
number of engaging activities, the workshop aimed to advance broad participation in compu-
tational mathematics. Photo courtesy of ICERM.

learning, large language models, and foun-
dation models—to address problems in 
disease and drug modeling, drug target 
identification, patient screening, surrogate 
markers, and mechanisms of action. “AI 
is a breakthrough in so many areas, and 
that’s also the case in the field of health-
care,” Shabtai said. “We’re reaching a 
place where we can do screening to detect 
disease. We’re able to understand disease 
models and figure out specific treatments 
for specific people.”

When co-founding Prism AI, Shabtai 
relied upon his decade-long background in 
a dynamic corporate environment. “I joined 
Meta when it was still Facebook,” he said 
of his previous experience. “I saw how it 
shifted from a small company to a company 
with tens of thousands of people.” This 
exposure to cutting-edge industry growth 
acquainted Shabtai with the particularities 
of the business world before he took the 
entrepreneurial plunge. He was particularly 
involved with Facebook’s video platform 
and became familiar with several video 
components—such as autoplay and scroll-
ing—that are still in use today, ultimately 
building a competitive market product that 
was second only to YouTube.

Other panelists benefited from prior 
industry or consulting experience as well. 
For example, Schreiber previously contrib-
uted to software research projects at NASA, 
Hewlett-Packard, and MATLAB. While at 
Saxpy, he helped to build one of the first par-
allel machines that was capable of gigaflop 
performance; as a consultant for MasPar, he 
wrote linear algebra software. Since 2017, 
Schreiber has found satisfaction in his work 
as an engineer at Cerebras. “It’s a fantastic 
company,” he said. “We’re selling machines 
as fast as we can make them. It has a techni-
cal advantage and is doing something that 
the electrical engineers made possible: build-
ing machines with a chip that is not the size 
of a quarter, but the size of a plate.”

All of the speakers’ personal stories 
affirmed that entrepreneurship is a long-
term commitment. “Any meaningful con-
tribution to society is going to be a decade 
of your life, maybe longer,” Shah said, 
adding that entrepreneurs must maintain 
a healthy balance between optimism and 
pessimism throughout the development 
and launch process. A sense of resilience 
and flexibility is also key, since nearly 
everyone encounters setbacks at one point 
or another. “Take risks,” Shabtai said. 
“The best lessons throughout my career 
are when I failed miserably and said that 
I wasn’t going to let it happen again. Fail 

fast, know to say if something is not work-
ing, and shift to another direction.”

As the session drew to a close, the panel-
ists reiterated the importance of a curious 
mindset, willingness to share ideas, proac-
tive vision of future market need, and feeling 
of excitement at the unknown. And while 

imposter syndrome is common, Shabtai 
urged attendees to push through and remain 
confident in their abilities. “You can do it,” 
he said. “You never know unless you try.”

Lina Sorg is the managing editor of 
SIAM News.

Entrepreneurship
Continued from page 6

Rob Schreiber of Cerebras Systems (center) reflects on his career trajectory and entrepre-
neurial experiences during a panel session at the 2025 SIAM Conference on Computational 
Science and Engineering, which was held in Fort Worth, Texas, last month. Glenn Ricart of 
US Ignite and the University of Utah (left) and Daniel Shabtai of Prism AI Therapeutics (right) 
prepare to offer their own perspectives. SIAM photo.
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Upcoming Deadlines
SIAM Conference on 
Applied and Computational Discrete Algorithms 
(ACDA25)
July 30–August 1, 2025 | Montréal, Québec, Canada 
siam.org/acda25 | #SIAMACDA25  
ORGANIZING COMMITTEE CO-CHAIRS 
Martin Farach-Colton, New York University, U.S. 
Bora Ucar, ENS-Lyon, France
SUBMISSION AND TRAVEL AWARD DEADLINES    
April 14, 2025: Posters 
April 28, 2025: Travel Support Applications

SIAM Conference on 
Applied Algebraic Geometry (AG25) 
July 7–11, 2025 | Madison, Wisconsin, U.S. 
siam.org/ag25 | #SIAMAG25  
ORGANIZING COMMITTEE CO-CHAIRS 
Carina Curto, Brown University, U.S. 
Sonja Petrović, Illinois Institute of Technology, U.S.
EARLY REGISTRATION DEADLINE    
June 9, 2025
HOTEL RESERVATION DEADLINE    
June 9, 2025

SIAM Conference on 
Financial Mathematics and Engineering (FM25) 
July 15–18, 2025 | Miami, Florida, U.S. 
siam.org/fm25 | #SIAMFM25  
ORGANIZING COMMITTEE CO-CHAIRS 
Samuel Cohen, University of Oxford, United Kingdom 
Luitgard Veraart, London School of Economics and Political Science, United Kingdom
EARLY REGISTRATION DEADLINE    
June 13, 2025
HOTEL RESERVATION DEADLINE    
June 13, 2025

SIAM Conference on 
Mathematical & Computational Issues  
in the Geosciences (GS25)
October 14–17, 2025 | Baton Rouge, Louisiana, U.S. 
siam.org/gs25 | #SIAMGS25  
ORGANIZING COMMITTEE CO-CHAIRS 
Luca Formaggia, Politecnico di Milano, Italy 
Chris Kees, Louisiana State University, U.S.
SUBMISSION AND TRAVEL AWARD DEADLINES    
April 29, 2025: Contributed Lecture, Poster, and Minisymposium Presentation Abstract 
Submissions 
July 14, 2025: Travel Support Applications

SIAM Conference on 
Analysis of Partial Differential Equations (PD25) 
November 17–20, 2025 | Pittsburgh, Pennsylvania, U.S. 
siam.org/pd25 | #SIAMPD25  
ORGANIZING COMMITTEE CO-CHAIRS 
Helena J. Nussenzveig Lopes, Universidade Federal do Rio De Janeiro, Brazil 
Michael Vogelius, Rutgers University, U.S.
SUBMISSION AND TRAVEL AWARD DEADLINES     
April 21, 2025: Minisymposium Proposal Submissions 
May 19, 2025: Contributed Lecture, Poster, and Minisymposium Presentation Abstracts 
August 18, 2025: Travel Support Applications
Information is current as of March 6, 2025. Visit siam.org/conferences for the most up-to-date information.

Upcoming SIAM Events  
SIAM International Conference on 
Data Mining 
May 1–3, 2025 
Alexandria, Virginia, U.S. 
Sponsored by the SIAM Activity Group on Data 
Science

SIAM Conference on Applications of 
Dynamical Systems 
May 11–15, 2025 
Denver, Colorado, U.S. 
Sponsored by the SIAM Activity Group on 
Dynamical Systems

SIAM Conference on Applied 
Algebraic Geometry 
July 7–11, 2025 
Madison, Wisconsin, U.S. 
Sponsored by the SIAM Activity Group on 
Algebraic Geometry

SIAM Conference on Financial 
Mathematics and Engineering 
July 15–18, 2025 
Miami, Florida, U.S. 
Sponsored by the SIAM Activity Group on 
Financial Mathematics and Engineering

The Third Joint SIAM/CAIMS  
Annual Meetings 
July 28–August 1, 2025 
Montréal, Québec, Canada

SIAM Conference on Control  
and Its Applications 
July 28–30, 2025 
Montréal, Québec, Canada 
Sponsored by the SIAM Activity Group on 
Control and Systems Theory

SIAM Conference on Computational 
Geometric Design 
July 28–30, 2025 
Montréal, Québec, Canada 
Sponsored by the SIAM Activity Group on 
Geometric Design

SIAM Conference on Applied and 
Computational Discrete Algorithms 
July 30–August 1, 2025 
Montréal, Québec, Canada 
Sponsored by the SIAM Activity Group on 
Applied & Computational Discrete Algorithms

SIAM Conference on Mathematical 
& Computational Issues in the 
Geosciences 
October 14–17, 2025 
Baton Rouge, Louisiana, U.S. 
Sponsored by the SIAM Activity Group on 
Geosciences

2nd SIAM Northern and Central 
California Sectional Conference  
October 27–28, 2025 
Berkeley, California, U.S.

SIAM Conference on Analysis of 
Partial Differential Equations 
November 17–20, 2025 
Pittsburgh, Pennsylvania, U.S. 
Sponsored by the SIAM Activity Group on 
Analysis of Partial Differential Equations

https://www.siam.org/conferences-events/?_page=1&keywords=&_limit=15&event_timeframe=upcoming
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siam.org/membership/individual-membership/membership-types/

To ease the transition from a student membership to a full regular membership, SIAM offers early 
career membership at 50% of the regular membership price for the first three years after receiving 
a final degree ($95 in 2025), then 25% off for the fourth and fifth years ($142.50 in 2025) instead of 
$189. If you’ll be graduating this year and not continuing as a student next year, you can remain a 
part of the SIAM community for just 25 cents a day! 

Renewing from student to early career member 
If you are already a SIAM student member 
in 2025, contact SIAM customer service 
at membership@siam.org to confirm your 
renewal as an early career member when your 
membership expires at the end of 2025.

Develop your career 
SIAM has many resources for finding jobs and 
developing your career, including professional 
ads in SIAM News, activity group email lists with 
job announcements, and the SIAM job board. 

SIAM membership opens the door to networking opportunities as you make the transition from 
completing your education to building a career. SIAM will support your professional journey with 
its wealth of resources. Plus, you can make a difference to your profession by getting involved in 
the association that serves you by participating in activity groups, presenting your research at SIAM 
conferences, and volunteering to serve on SIAM committees. 

Programs for early career members 
Early career members are the future of our profession, and therefore SIAM provides the following 
programs to help ensure your success:
The MGB-SIAM Early Career Fellowship Program recognizes the achievements of early career 
applied mathematicians–particularly those belonging to racial and ethnic groups historically 
excluded from the mathematical sciences in the United States—and provides support for 
professional activities and career development. 
The SIAM Science Policy Fellowship Program develops post-doctoral fellows and early career 
researchers into strong advocates for U.S. federal support in applied mathematics and computational 
and data science. 
The SIAM Postdoctoral Support Program provides financial support for postdoctoral scholars who 
need mentoring and collaboration opportunities for successful career advancement.

Keep up to date on what’s happening in the field 
As a member, you will receive SIAM Review, a quarterly publication providing an overview of the entire 
field of applied mathematics (in print as well as in electronic format); SIAM News, the news journal of 
the applied mathematics community; and Unwrapped, SIAM’s monthly member e-newsletter. 

Discounts 
You’ll receive generous discounts on SIAM conference registrations, books, and journals. In fact, 
there is a specially reduced conference fee for the SIAM Annual Meeting available only to SIAM 
early career members. Plus, as a SIAM member, you can subscribe to any of the SIAM journals, the 
profession’s most respected peer-reviewed scholarly publications, at a discounted price. 

Additional benefits 
Early career members have access to all the same benefits as regular members. If you were a SIAM 
student member, you may not have been eligible to receive the following benefits. However, as an 
early career member, these additional benefits will become available to you:

• receive SIAM Review in print and electronic format
• vote, hold office, and serve on SIAM committees
• nominate two students for free membership
• nominate eligible colleagues for the SIAM Fellows program and begin to accumulate the 

years of membership that will qualify you to be nominated as a SIAM Fellow
• join a SIAM Activity Group (SIAG)

Join SIAM today as an early carrer member at siam.org/membership.

See the newly selected  
2025 Class of SIAM Fellows at  
siam.org/prizes-recognition/ 

fellows-program.

Nominate two students for free SIAM membership in 2025! 
SIAM members (excluding student members) can nominate up to two students per year 
for free membership. Go to siam.org/nominate-student to make your nominations.

Graduating this year? Take 
advantage of SIAM’s early 
career membership

Nominations 
Are Open for 
2026 SIAG/SC 
and SIAG/UQ 
Prizes
Nomination Deadline:  
July 31, 2025
The three SIAG/Supercomputing prizes 
listed below will be awarded at the 2026 
SIAM Conference on Parallel Processing 
for Scientific Computing (PP26). The 
SIAG/Uncertainty Quantification Early 
Career Prize will be awarded at the 
2026 SIAM Conference on Uncertainty 
Quantification (UQ26).  

2026 SIAM Activity Group 
Prizes
• SIAM Activity Group on 

Supercomputing Best Paper Prize 
Awarded to the author(s) of the most 
outstanding paper, as determined by 
the selection committee, in the field 
of parallel scientific and engineering 
computing published within the four 
calendar years preceding the award 
year. 

• SIAM Activity Group on 
Supercomputing Career Prize 
Awarded to one outstanding senior 
researcher who has made broad 
and distinguished contributions to 
the field of algorithms research and 
development for parallel scientific and 
engineering computing. 

• SIAM Activity Group on 
Supercomputing Early Career Prize 
Awarded to one individual in their 
early career for outstanding research 
contributions in the field of algorithms 
research and development for parallel 
scientific and engineering computing 
in the three calendar years prior to the 
award year.

• SIAM Activity Group on Uncertainty 
Quantification Early Career Prize  
Awarded to one individual in their 
early career for outstanding research 
contributions in the field of uncertainty 
quantification in the three calendar 
years prior to the award year.

For more information, including eligibility 
requirements, please visit: siam.org/
deadline-calendar.

FOR MORE INFORMATION ON SIAM MEMBERSHIP: siam.org/membership

membershipmembership
Network | Access | Outreach | Lead

https://www.siam.org/membership
https://www.siam.org/membership
https://www.siam.org/membership/nominate-a-student-for-complimentary-siam-membership/
https://www.siam.org/programs-initiatives/prizes-awards/fellows-program/
https://www.siam.org/programs-initiatives/prizes-awards/prize-deadline-calendar/?_page=1&keywords=&_limit=15
https://www.siam.org/membership/individual-membership/membership-types
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Quality and Value in Mathematical Science Literature

FOR MORE INFORMATION ON SIAM BOOKS: siam.org/books

Recent Bestsellers
Rough Volatility       
Christian Bayer, Peter K. Friz, Masaaki Fukasawa, Jim Gatheral,  
Antoine Jacquier, and Mathieu Rosenbaum, Editors
Rough Volatility is the first book to offer a comprehensive exploration of the subject, 
organizing the material to reflect the subject’s development and progression. It 
contributes to the understanding and application of rough volatility models by 
equipping readers with the tools and insights needed to delve into the topic and 
explores the motivation for rough volatility modeling and provides a toolbox for its 
computation and practical implementation.
2023 / xxviii + 263 / Softcover / 978-1-61197-777-6 / List $85.00 / SIAM Member $59.50 / FM02  

Introduction to Nonlinear Optimization 
Theory, Algorithms, and Applications  
with Python and MATLAB, Second Edition      
Amir Beck 
Built on the framework of the first edition, this book serves as a modern introduction to 
the field of optimization. The author’s objective is to provide the foundations of theory 
and algorithms of nonlinear optimization, as well as to present a variety of applications 
from diverse areas of applied sciences. The book gradually yet rigorously builds the 
connections between theory, algorithms, applications, and actual implementation and 
contains several topics not typically included in optimization books.
2023 / xii + 354 / Softcover / 978-1-61197-761-5 / List $84.00 / SIAM Member $58.80 / MO32 

A Ramble through Probability 
How I Learned to Stop Worrying and Love Measure Theory    
Samopriya Basu, Troy Butler, Don Estep, and Nishant Panda  
Measure theory and measure-theoretic probability are fascinating subjects. Bringing 
together the key elements and applications in a unified presentation aimed at 
developing intuition, this book traces an eclectic path through the fundamentals of 
the topic to make the material accessible to a broad range of students. It contains an 
extensive collection of examples that illustrate, explain, and apply the theories, and 
videos with commentary and explanations of select proofs are on an ancillary website.
2024 / xvi + 603 pages / Softcover / 978-1-61197-781-3 / List $94.00 / SIAM Member $64.80 / CS29 

Numerical Mathematics     
Jeffrey S. Ovall 
This textbook introduces key numerical algorithms used for problems arising in three 
core areas of scientific computing: calculus, differential equations, and linear algebra. 
Theoretical results supporting the derivation and error analysis of algorithms are 
given rigorous justification in the text and exercises, and a wide variety of detailed 
computational examples further enhance the understanding of key concepts. It 
includes topics not typically covered in similar texts at this level.
2024 / xxiv + 604 pages / Softcover / 978-1-61197-806-3 / List $89.00 / SIAM Member $62.30 / OT198

Algorithmic Mathematics in Machine Learning 
Bastian Bohn, Jochen Garcke, and Michael Griebel
This unique book explores several well-known machine learning and data analysis 
algorithms from a mathematical and programming perspective. The authors present 
machine learning methods, review the underlying mathematics, and provide 
programming exercises to deepen the reader’s understanding. They provide new 
terminology and background information on mathematical concepts, as well as 
exercises, in “info-boxes” throughout the 

text. Application areas are accompanied by exercises that explore the unique characteristics of 
real-world data sets (e.g., image data for pedestrian detection, biological cell data).
2024 / xii + 225 pages / Softcover / 978-1-61197-787-5 / List $64.00 / SIAM Member $44.80 / DI03 

Machine Learning for Asset Management and Pricing     
Henry Schellhorn and Tianmin Kong 
This textbook covers the latest advances in machine learning methods for asset management 
and asset pricing. Recent research in deep learning applied to finance shows that some of the 
techniques used by asset managers (usually kept confidential) result in better investments than 
the more standard techniques. Cutting-edge material is integrated with mainstream finance 
theory and statistical methods to provide a coherent narrative. Coverage includes an original 
machine learning method for strategic asset allocation; the no-arbitrage theory applied to a 
wide portfolio of assets as well as other asset management methods;  and neural networks and 
other advanced techniques.
2024 / xxiv + 242 / Softcover / 978-1-61197-789-9 / List $74.00 / SIAM Member $51.80 / OT195 

Numerical Partial 
Differential 
Equations   
James H. Adler,  
Hans De Sterck,  
Scott MacLachlan,  
and Luke Olson
This comprehensive 
textbook focuses 
on numerical methods for approximating 
solutions to partial differential equations 
(PDEs). The authors present a broad survey 
of these methods, introducing readers to 
the central concepts of various families of 
discretizations and solution algorithms and 
laying the foundation needed to understand 
more advanced material. The authors 
include over 100 well-established definitions, 
theorems, corollaries, and lemmas and 
summaries of and references to in-depth 
treatments of more advanced mathematics 
when needed.
2025 / xiv + 591 pages / Softcover / 978-1-61197-827-8 
List $86.00 / SIAM Member $68.00 / CS32

Unlocking  
LaTeX Graphics 
A Concise Guide 
to TikZ/PGF and 
PGFPLOTS 
Tamara G. Kolda 
If you want to produce 
high-quality figures for 
your LaTeX technical 
documents, then TikZ/PGF and PGFPLOTS 
are the right tools for you, and this book 
will enable you to get quickly up to speed. 
TikZ/PGF draws complex mathematical and 
technical diagrams, and PGFPLOTS renders 
line, scatter, and bar plots for scientific data 
visualization. TikZ/PGF and PGFPLOTS 
graphics compile right along with your LaTeX 
document.
This book boils down 1,800 pages of 
documentation to focus on the 10% of 
commands that users need 90% of the time. 
It also serves as a self-contained reference 
for most common operations, listing each 
command with all of the relevant key/value 
options in one place.
2024 / iv + 120 pages / Softcover / 979-8-9912295-0-0 
List $30.00 / SIAM Member $21.00 / TK1

NEW!

Available 
APRIL

Order online: bookstore.siam.org 
Or call toll-free in U.S. and Canada: 800-447-SIAM; worldwide: +1-215-382-9800 

Outside North and South America should contact service@siam.org for international shipping discounts.

Matrix Analysis and Applied Linear 
Algebra, Second Edition     
Carl D. Meyer 
This second edition has been 
almost completely rewritten to 
create a textbook designed to 
provide flexibility for nearly any 
desired degree of rigor and depth 
of coverage. An accompanying 
study and solutions guide contains 
complete solutions and discussions of each exercise 
and historical remarks that focus on the personalities 
of the individuals who created and contributed to the 
subject's development.
Textbook: 2023 / xiv + 991 pages / Hardcover / 978-1-61197-743-1 
List $104.00 / SIAM Member $72.80 / OT188

Solutions and Study Guide: 2023 / vi + 250 pages / Softcover 
978-1-61197-745-5 / List $54.00 / SIAM Member $37.80 / OT189 

Bundle: 978-1-61197-770-7 / List $142.20 / SIAM Member $99.54 
MEYERSET

http://siam.org/books
https://epubs.siam.org/bookstore
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Recently Posted SIAM Journal Articles
SIAM Journal on  
CONTROL and OPTIMIZATION
Absorbing Markov Decision Processes and Their 
Occupation Measures
François Dufour and Tomás Prieto-Rumeau
The Well-Posedness and Stabilities of Mean-
Field Stochastic Differential Equations Driven by 
G-Brownian Motion
Haiyan Yuan and Quanxin Zhu  
Interpolation, Approximation, and Controllability  
of Deep Neural Networks
Jingpu Cheng, Qianxiao Li, Ting Lin, and Zuowei Shen

SIAM Journal on  
DISCRETE MATHEMATICS
Ramsey Numbers of Books versus Long Cycles
Fu-Tao Hu, Qizhong Lin, Tomasz Łuczak, Bo Ning, and 
Xing Peng
Proportional Allocation of Indivisible Goods up to the 
Least Valued Good on Average
Yusuke Kobayashi and Ryoga Mahara
Acyclic Colorings of Graphs with Obstructions
Quentin Chuet, Johanne Cohen, and François Pirot                  

SIAM Journal on  
FINANCIAL MATHEMATICS
A Mathematical Framework for Modeling Order Book 
Dynamics
Rama Cont, Pierre Degond, and Lifan Xuan
A Subgame Perfect Equilibrium Reinforcement 
Learning Approach to Time-Inconsistent Problems
Nixie Sapphira Lesmana and Chi Seng Pun  

SIAM Journal on IMAGING SCIENCES
Arbitrary Distributions Mapping via SyMOT-Flow:  
A Flow-Based Approach Integrating Maximum Mean 
Discrepancy and Optimal Transport
Zhe Xiong, Qiaoqiao Ding, and Xiaoqun Zhang
Euler’s Elastica-Based Cartoon-Smooth-Texture Image 
Decomposition
Roy Y. He and Hao Liu
QIS : Interactive Segmentation via Quasi-conformal 
Mappings
Han Zhang, Daoping Zhang, and Lok Ming Lui

SIAM Journal on  
MATHEMATICAL ANALYSIS
Periodic Gravity-Capillary Roll Wave Solutions  
to the Inclined Viscous Shallow Water Equations  
in Two Dimensions
Noah Stevenson
Global Solutions of the Compressible Euler–Poisson 
Equations for Plasma with Doping Profile for Large 
Initial Data of Spherical Symmetry
Gui-Qiang G. Chen, Lin He, Yong Wang,  
and Difan Yuan
Long-Time Dynamics of a Competition Model  
with Nonlocal Diffusion and Free Boundaries: 
Vanishing and Spreading of the Invader
Yihong Du, Wenjie Ni, and Linfei Shi  

SIAM Journal on  
MATHEMATICS of DATA SCIENCE 
Supervised Gromov–Wasserstein Optimal Transport 
with Metric-Preserving Constraints
Zixuan Cang, Yaqi Wu, and Yanxiang Zhao
First-Order Conditions for Optimization in the 
Wasserstein Space
Nicolas Lanzetti, Saverio Bolognani, and Florian Dörfler  

SIAM REVIEW
Risk-Adaptive Approaches to Stochastic 
Optimization: A Survey
Johannes O. Royset
Neighborhood Watch in Mechanics: Nonlocal 
Models and Convolution
Thomas Nagel, Tymofiy Gerasimov, Jere Remes, and 
Dominik Kern
The Troublesome Kernel: On Hallucinations, No 
Free Lunches, and the Accuracy-Stability Tradeoff in 
Inverse Problems
Nina M. Gottschling, Vegard Antun, Anders C. 
Hansen, and Ben Adcock

MULTISCALE MODELING & SIMULATION:  
A SIAM Interdisciplinary Journal
Topologically Protected Modes in Dispersive 
Materials: The Case of Undamped Systems
Konstantinos Alexopoulos and Bryn Davies
Poisson Quadrature Method of Moments for 
2D Kinetic Equations with Velocity of Constant 
Magnitude
Yihong Chen, Qian Huang, Wen-An Yong,  
and Ruixi Zhang
Convergence of the Planewave Approximations  
for Quantum Incommensurate Systems
Ting Wang, Huajie Chen, Aihui Zhou, Yuzhi Zhou, 
and Daniel Massatt

SIAM Journal on  
APPLIED DYNAMICAL SYSTEMS
Learning Parametric Koopman Decompositions  
for Prediction and Control
Yue Guo, Milan Korda, Ioannis G. Kevrekidis,  
and Qianxiao Li
Studying Ballistic Aggregation Phenomena through 
Efficient Time Stepping Approaches
Pierre Degond, Giacomo Dimarco, Marina A. Ferreira, 
and Sophie Hecht
Lane Formation and Aggregation Spots in a Model 
of Ants
Maria Bruna, Martin Burger, and Oscar de Wit

SIAM Journal on  
APPLIED MATHEMATICS
The Velocity Field and Birkhoff–Rott Integral  
for Nondecaying, Nonperiodic Vortex Sheets
David M. Ambrose
A Bimaterial Plane with a Nano-sized Flexible  
Line Inclusion on the Interface
Anna Y. Zemlyanova
Global Dynamics of Three-Dimensional Lotka–
Volterra Competition Models with Seasonal 
Succession: I. Classification of Dynamics
Lei Niu, Yi Wang, and Xizhuang Xie     

SIAM Journal on COMPUTING 
Agreement Tests on Graphs and Hypergraphs
Irit Dinur, Yuval Filmus, and Prahladh Harsha
Improved Classical and Quantum Algorithms for 
the Shortest Vector Problem via Bounded Distance 
Decoding
Divesh Aggarwal, Yanlin Chen, Rajendra Kumar,  
and Yixin Shen
Computational Complexity of the Hylland–
Zeckhauser Mechanism for One-Sided Matching 
Markets
Vijay V. Vazirani and Mihalis Yannakakis

SIAM Journal on  
MATRIX ANALYSIS and APPLICATIONS 
A Complex-Projected Rayleigh Quotient Iteration 
for Targeting Interior Eigenvalues
Nils Friess, Alexander D. Gilbert, and Robert Scheichl
Randomized Algorithms for Symmetric Nonnegative 
Matrix Factorization
Koby Hayashi, Sinan G. Aksoy, Grey Ballard,  
and Haesun Park
A Stable Matrix Version of the 2D Fast Multipole 
Method
Xiaofeng Ou, Michelle Michelle, and Jianlin Xia

SIAM Journal on  
NUMERICAL ANALYSIS
Higher-Order Far-Field Boundary Conditions  
for Crystalline Defects
Julian Braun, Christoph Ortner, Yangshuai Wang, 
and Lei Zhang
On Polynomial Interpolation in the Monomial Basis
Zewen Shen and Kirill Serkh
Gaussian Process Regression under Computational 
and Epistemic Misspecification
Daniel Sanz-Alonso and Ruiyi Yang       

SIAM Journal on OPTIMIZATION
Two-Stage Distributionally Robust Conic Linear 
Programming over 1-Wasserstein Balls
Geunyeong Byeon, Kaiwen Fang, and Kibaek Kim
Adaptive Partitioning for Chance-Constrained 
Problems with Finite Support
Marius Roland, Alexandre Forel, and Thibaut Vidal
Addressing Hierarchical Jointly Convex Generalized 
Nash Equilibrium Problems with Nonsmooth Payoffs
Lorenzo Lampariello, Simone Sagratella,  
and Valerio Giuseppe Sasso

SIAM Journal on  
SCIENTIFIC COMPUTING
A Second-Order Bound-Preserving Exponential 
Scheme for Degenerate Parabolic Equations
Chang Chen and Chi-Wang Shu
A Domain Decomposition Solver for Large Scale 
Time-Harmonic Flow Acoustics Problems
P. Marchner, H. Bériot, S. Le Bras, X. Antoine,  
and C. Geuzaine
A Consistent and Conservative Diffuse-Domain 
Lattice Boltzmann Method for Multiphase Flows  
in Complex Geometries
Xi Liu, Chengjie Zhan, Ying Chen, Zhenhua Chai, 
and Baochang Shi

SIAM/ASA Journal on  
UNCERTAINTY QUANTIFICATION
Multiobjective Optimization Using Expected 
Quantile Improvement for Decision Making  
in Disease Outbreaks
Daria Semochkina, Alexander I. J. Forrester,  
and David C. Woods
Elastic Bayesian Model Calibration
Devin Francom, J. Derek Tucker, Gabriel Huerta, 
Kurtis Shuler, and Daniel Ries

THEORY OF PROBABILITY  
AND ITS APPLICATIONS
On Short Chebyshev–Edgeworth Expansions  
for Weighted Sums of Random Vectors
S. A. Ayvazyan
Martingale Methods in the Problem of Existence  
of Survival Strategies
M. V. Zhitlukhin and A. A. Tokaeva
On Parameter Estimation of Diffusion-Type 
Processes: Sequential Estimation Revisited
A. A. Novikov, A. N. Shiryaev, and N. E. Kordzakhia

https://epubs.siam.org/journals

